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BIS

20225 &K, ChatGPT RIS BT T AN AT ERERIAK, tHLaBAIESIE (Natural Language
Process, NLP) liEimR T MEXMRITE, A GPT RINEE AR AKIESIEE (Large Language Model,
LLM) BA NLP BEATEEESTENMARER. B 2023FEES, LM BAEREATEREMENZOER, 5187 —
X —RHRRE,

LLM E5C2 NLP S22 BR R A FIZRIE S &AL (Pretrain Language Model, PLM) M—Fh{T4 RS, NLP
VERETFALEPENBRES AR, BRENER, MTEESZHTRSEXMER. RiITFINE. RE
FIMER. FUIHRELN ERBIM S AREIMERIIZ)RZEE , DA GPT, BERT ALK PLM 2 E—F1Ex NLP sy
IMARBR, DUEENNGIANEEZEN, Bl HEM BB e E T in B A L#TE BB
%, LU TRANBRIESIEREN., BRE, ERN PLM NAKTT—EE2E WERIBHT NHESHE, BE
BAESENRES LMEEARUWAE, NLP REAVIM4EEEEE AMIATHASAIBAA LS ERE NN ERE,

LLM 27 PLM B9ERt £, BEARET ARESH. FGBIENER, F3IANELMBE. AXRIREMFEIFFER
SEHROSRARIE AR . TR PLM, LLM BEEEMEEN, BRBANLTXEIES . BLERENMXARE
FLBEN . EAEENER, NLP IREBFU—EREMFAENEELENELAE, BIRRPERERM, LLM
BNREFEHEE Tl (ESS LIAZIREAIEHIE PLM B91%6E. BN, SBARMIELIEMREEN SXAREMABE(E LLM BETS
Hiz. S ERMIONAFES, MMEERMERBALEENBERET.

LLM BRI RER T NLP U3 ERB N A TERRIENARAE, BRINSR. ARk, KT DHERXRSER

T WAEIRAE LLM SAREREF ., B 2023FES, LLM MEMRRBELARS, REEERMRIF LR, M—
FHREY ChatGPT, % GPT-4, BZEIIN DeepSeek-R1 JURAIMEIEARREL . I Qwen-VL ARV SZEE AR E
BERA. EEHMARE, LLM NAh AR AEISIRA SEPREF 1. MAER P SEArEERBIFA A, NER

REE"Agent TTHE", LLM EEMARFLIFEBRIRVENEE, LM NIARBERLHAX ., INEENE, AHA

BILAIARE, LLM KU LM AEMBINA—EZRAANEEROEMIRE, SBTANEE. 23 TEELR
A7,

EXHENERT, RANIER. 2E LM R, sEBshFNA. IGKEE—T LLM BEEH, SIE— NLP iRE
DEEMIFHN A AREBZXREE, BA17E 2023FRDFCIET self-lm (FHRAZEEBAIER: https:/github.
com/datawhalechina/self-lm ) . lim-universe (IFFAERNEAF L https://github.com/datawhalechina/
lim-universe ) MNREIFFREAZEETE, FIEETEANFREFRMEIEXFIR LLM SE . #HIE, HIENERZR
2, BESEESHRENSHREZEBCH LLM NA, M TR T IZNERMNTAE, BRETR
ZRHREBNIFIAR, £AFIEBNRGER, BMRMEERZ —TNEFEHE LLM R, H5|SFIEF
FHEE. %k LLM B9=EHIE.

ETUIE, BNEETXALEE LM [RERSLENHIE, ABIEMNLP WERHRGELR, RIE\E LLM 9B E
FRIEZRRRAN, HOXMIZERN LLM BZRMEMAIZGERE. BN, BIIFE5ERE LM SUERERAIBE
2R, BAMMAEFEE. NG LM, BUEMEZME, BRZNE, FEEEFEMNZIABFEEN LLM B
EEHSR, RE LM BT RATEE,

BaiEENEIN

ABES LLM (I ER . RENTBNBEXE, =PEHE LLM & NLP f9 0B EIT. QU@ 5 REE
i, EEBFAREBRNERAZE LM NERFESNA, AL, XPEEAFE. HIRAR. LLM BiFEH
B, AEEABZE, (RREAE—ENRELR, LHIEEN Python FEIESE—ENTHE. @, REFE
BAREZIBEXRAIR, H7TER NLP SUSRIBRXSHAE, MEEBMREEAS,



https://github.com/datawhalechina/self-llm
https://github.com/datawhalechina/llm-universe

ABDRHEBY ——EMEINRSEHENE, F1E~FAEREMANRBY, MENRINEA LLM WEAFE, H
F, B1EFENA NLP WEAESTRRE, FIENLP SUEHREIRESE; F2ENE LLM NEARZEH——
Transformer, S3ERENBRABIN, /FH LLM REZNIEICEM,; E3ERMENBLHEN PLM, B1F
Encoder-Only. Encoder-Decoder 1 Decoder-Only =243, thEIRNE T HEi—L R LLM B9Z2A9F0 878
SFAEMIERFEN LLM T3, FEANE LLM B4R, BENMBMN)IGTRR. EB5E~F/ELHNAD, K&
THILE RN LLM WREAT ., HP, FS5EFHFIEEET PyTorch RREFHEE— LLM, HSLIFI)IZK.
BUBHMANDIRE, F6EIESIANBNLFREERM LLM JIZ4ESR Transformers, #HIEEETIZIERIRER. 5
WHBSZE LLM IZR3 32 ; SE7ENRNA EF LM BEMNA, FhEEEX LLM FRIIAZ], 81F LLM #9IF
M., KMFIBREM (Retrieval-Augmented Generation, RAG) . &gER (Agent) ROBEMBE R, (RAIUR
BASBAF R, EFMEIZEXET,

FERNEARBRERER, BIVREERHIMESES. LLM 2—MORLRE. FEIHROTE, BITRURZERAZ
i, SMABRHOSEMAE, BRRRSI LM BXNMBSEFE, HEERAR LM FREGREF ., 1M
fRXiE Datawhale R EAth LLM fBXFFIREX, ZHiE2aER, (RAILARERITE Datawhale ttX3g[6), Datawhale
WRIRRIR LM REMATEERARNER, SOBRXEFHINAZ Datawhale 1t XHIHER,

&E, RUB—OXEERETABEMAZ LM FRETI. FAER Al FRIEK, EMNFEToREHE]
&, —BFEXTHRLLMOESR, TEEZ. E2EHFE LLIM IR, EXRR, ICRESE. BIFERN
LLM 5E&ZRREE, MEH. FENFRES, MBEEMRSAMIIEAN LLM 5,

ROSHRIZFERAT, MIRFESEEIR!



$F—Z= NLP B3

BHAIESE (Natural Language Processing, NLP) fERATEEEIFN— M EED X, EEFEITENBEIEIE
RIMIBARIES, TMANZEHNBEARARR. BEEERANTELRE, XAMIBEERAFENBEEEFARATY
RI9—EBD, NLPEARNHSABIMIMNEBEXAFIREBNERELE. BRESIRAEANRHETERBENNIA, MR
HNETF NG, BIEROFITEISE, BRIHSIDREZIRANIZNA, NLPIIHERT ZREAE

i, XARREINLPEIRZOIEAR Z2—, HEARIESITTIRANLPAZNMEEERET AT HER.

SOBAZFE NLP BERIERIES), RETERARNA NLP NEMEES, FHEIAKELFIEEMEI NLP A918

1.1 f+4% NLP

NLP B —FMLiTEAER. MRNEMAZKESHRAK, ERATLE IR —MAERNEZNAR M,
HizMES BB T ENEFREMALIFESAIANERTE, NLP £ TIHENMZE. ATEE. 552
DEFFSTEMOMIRNRA, EETRAZESTITEIIES ZBNER, SIEENZRSER.

NLPIAERITBAEBATEMERESHIRES, NPNHE. FEat)o. @ERE. XEDER. LEIR
Al RRME. XARE, EE. BNEESF. SEESTNEKRTENEBRAINGIBESNRESN, B
EENEMNERESERIREEX, BIFEX. BR. BRIXAFHAENERREE.

BEREZIFIMRANERE, NLP EEZERETEZNHS, BRIIGARENHIE, REFIRBEBZIZNE
SNERENHLEGH, MMESDT NLP E5 ERE TIRIIEZBEAL/KFRIMEE, AT, REWLL, NLP 3R
HIREE S, MAREXE, BERHRES. LERRAANE. ARARERNTEIEMANE L. B
RS EIES N ERMNE SRR LG, MHEMNLPEAT AR,

1.2 NLP EEB[HTE

NLP ByRRIDTEEMEBHMNERTE, BIFHAE, BRNENNSZEINREZIHENEERTRE, 8K
RAZEHIRAMHMER T NLP AR R, EEANSIENE. BRI, TERAINNAHESFES LRETE
ERA. MEITEEDN ARG EMEZNRRAML, NLPARICEEINALR, SEBEEZ TG RIEETMEENE
25

BHIIFRE (1940FE - 1960F LK)

NLP MRHIRFIE T —&fa, SRHAMNAMRENE—MES BN S —TESNEEIE. 1950%F, XS-BRIR
H T BRI,

fitin, WR—aNETNESERITAIRAEN—ED, HEEBTERHAE, KEEENER,
LM=Z R AN 2 REDS B E M,

XA SRE D EBRIMES ARTAIX 2R ERT AN, X8, B8 FMBEERE T ERIEAEE,
RSB FEEENTEANTETERRM, A, XI—NHNNSEEZRARFEEER, TRAPFASTHNE
R FANAGAITENE, BRATER,

HESEXSHITAE (1970F - 1990F X))



1970FCBAE, NLP AREBFIGHRRMAIE, SEESEEMAVCEAMBRESER. X—NH, HREDAF
SEX (FMWER) NFEHHEMARE. SEEXMREXETTENESHNEREE, MATHENHAREE
MRETFRIUAMRRTE. 1980, HEHTERNNREANNBFZFZIEANSIN, NLPIUHLI T Eapttr9E
£, GUTRE RS R FE "M,

HE% S5 RESS) (2000FERES

2000 G, MEREFIFANEAR, NLP JUFEE T EEZNHED ., REF I EEUNBEFHENLE
(Recurrent Neural Network, RNN) . IERHZIZMWNZ (Long Short-Term Memory, LSTM) FLEENGIE
AR IZN AT NLP 55, BS T ARBERMR. 20135, Word2VecEEIWIR Bl T A RIER KAV
I, ANLPESIEER T EMAERNXARTAE, 20184, BERTERIAGH |40 T i E S EEAETER,
AINLPE AR R B T FAONEFPkEL . EER, BEFTransformerf9i&E8, WIGPT-3, BIIZEAXSEIIE
B, BERANSRENXE, EEERERERATIUS ALXEFEESE.

1.3 NLP £%

FENLPRIT AR, BT OMESHA T NLPSUEIMEM, EITRE T MXANERLIEE]S ZRE0E SGE
BAERNSE T AH. SEESBERERRTHNSE. FEao. @AERE. XAZE. SEFRR KRRME.
XAHE. NESEUREREERZNTLR, S—IESHBEENENRSNNAEER, ENHEEN TESK
ARBVRR, NLENDH B S RO ABIERE T ARNIE.

1.3.1 X571

FX %18 (Chinese Word Segmentation, CWS) 2 NLP S i— M EMES . ELBHRXIAR, BFHXE
ENYE S, @51E2ERBGEXIENBESR (MTH) , FITEEEEYTEFREIFDNDR ., Eitt, §
XPERA T P XA BN EESE, HENIEELND XA BB EXIECES,

TWYEAN: The cat sits on the mat.

mXIEIFE: [The | cat | sits | on | the | mat]

AN SRKRSEF, EEaLERDR.

PxPEme: ("SXx, "k|]", "', "%, ", ", "@&&", "&=E", "Hmn", ". "1

ERANDIESERY TREMIEINE. EEMRA. EoMFESEXER, ARDEANER, FEEZWIED
XA RIZRIAR

WA ENENEETRE,
IEMIE: #NE | 9 | [FE | 7|8 | R | & | .

BRUIE 10 & | M| BN | " | AN | RE | o GEREEEE
wIxE 20 /N | B | 8 | &F | R | . (GFOLFEE)

EMNDEERNTEEMNEMITE. SERM. EINSFESEXEE, WRDETEH, BEEDWIBD
X AR RIZRIAR

1.3.2 Figt) o



Figt)% (Subword Segmentation) 2 NLP gAY —FE R ATILMER AR, EEBERICA—SDBNE
INEBRAI, BIFiE. FatiotsslER TAEENCERORE, BIHiBEIFE NEsR LI NFHEN, sE85EE e
FIABRACRIBBNAERIXLEEC, FEatloEREREHEEZR. SRIEAZNES (WEE) FEEMIIFKESE
Bl (40BERT. GPTR7ZI) HALANEE,

FIRIDNAEERSHM, MAIEByte Pair Encoding (BPE). WordPiece, Unigram. SentencePieceZ, X4
HANERBERFREDMMEND, MBELINAER, XERBEAURETFEN. FHAGHE RN,

¥IA: unhappiness

NMERFEYD: BPREER—EAL, L “unhappiness”
FERFIEAYD (RIXBPEER) @ BIEAWHDEIN: “un”. “happi”. “ness”

FERXMMEIFH, BIFI1E0%5, “unhappiness" X MaE DR T =182 1 BIRUn"RREE, "happi"Z
“happy"BIERZER, RLER, ‘ness'BRIAEHR, JTRE, EMEREMKI T "unhappiness” X MEEHIE
1, ENANETXEEMN FAREREANERIN FERBIPRE",

1.3.3 @4 tmiE

1@ AR E (Part-of-Speech Tagging, POS Tagging) =& NLP g i—INEMIES, ENEMRERAXAFHED
BESE—MIMFE, WRE. s, £FEE, ITEREEETISAEXMIFURESE, WHRIEFE LR
ZAR1E (Noun, N) . #hid (Verb, V) . &8 (Adjective, Adj) %, EAMMEINTIBROFEN. #1709
EO. BXABIMIEFSHENLPESEXEE, BIIMNE, ITENTUBFHEREXANE X, #mETE
BRE. 1B, VREFEEERNLIE,
FRIRHAIE—1HEXEF: Sheis playing the guitar in the park.
MR ERSRU T :

e She ({fXid, Pronoun, PRP)

e is(&fidE, Verb, VBZ)

e playing (ahiafIEIE D18, Verb, VBG)

e the (FREid, Determiner, DT)

e guitar (%13, Noun, NN)

e in(Ma, Preposition, IN)

e the (BRE1d, Determiner, DT)

e park (#&id, Noun, NN)

e . (kis, Punctuation, .)

AR BRI TP SIER, RS /RefX&ER (Hidden Markov Model, HMM) | &14&BEN1%
(Conditional Random Field, CRF) Z&E T REZINBIHEZEMLE RNN FIKERIZIZNG LSTM &, XL
BRNET 2 S KSR EEURSEFUNET 6 FhE 1 8i1aa0a 1L,

1.3.4 XA&793E



XA5% (Text Classification) 2 NLP SUSII—IU/OMESS, W REELENXABRDER — MRS TENX
AUEAIR, XTUXART ZNATEMIR, SFERRTBERS. DHREMEN, FHEo%. ERRHF. XK
DEAXBAETEBRXANS XN LT, ARTICRE ARSI ERE.

RIRE— 1T XADEES, BNREMEAXEDENRE". "BOa" B =1 £ 22—,

XA: “NBAZRFTRHT TAME, MANBIEERRIIR, ~
e R =

XA “EESREMRRSXH, 5IRKEMRESFim.

=
EKH: “BUR”
NAR: “IERINE R TR Macbook, & TRIMMISH.
=151 | M S5 5

NADEESHMINABET REFEESENERT I OREEL, UARESHREMN)IGEIE, BEREZIFEARN
KB, EREENEZHITNERDEZEZMA—FEEEE, ENIEBBIRAINABIETNEZRERFNENESR, MME
FZESHEE T EEMEERTT,

1.3.5 LIRS

£RIR%) (Named Entity Recognition, NER) , thfiRAas BEMAIRAI, & NLP Jusi— 1 xBES, EEBIR
ANAFEBRESE XA, HRBENDERNTNE LR, AR, s, AR, BH. HEFEF, IHFRBIE
SXNFEERN. FREENE. RFRR. NEEEFEENAREE, CRBEDRAREBNAPNXBTERE
B,

BRIRE—TEMIRBES, BRNRMXERIRFIEAR. RANBLRAZFLNR,
WA FENHEEELRTEEXNER, 1itkE2024F4B78E EBIRTT.

W [("FE, "ARY), ("BEEY, "ABY), (tRmERXT, "#&"), ("2024F4RF78", "HE"),
("L, "#E")]

B SEARRAIESS, BATANEEIRBI L XARRISER, TEETRENINER, WARNEBX ARSI L TSURMT
EEEE. ENLPRANKRRE, SMRAIBEMENMES, T ASMNLPR ARHEEAISS,

1.3.6 X ZAHEY

REHMEX (Relation Extraction) 2 NLP U —DIRRESS, ERIBREMIARPFIRFISZR Z BHNEXN KR,
REXRANUZRRARXR. AEXR. EBXAR. HEUEXRE, XAMWNNTERXEARNS. MEMIRENE.
RANGIEFESHRNSHEEEEER N,

RIRFNBA T F:
BN LER-FREBWMIRABNLNIEA.

B [ ("EER-FRY, "GIEAT, "HERE") ]



XM FR, RAEMEMES B REMSCARPIRAI L LR =R MR A" Z BB BIIE AR R, BT KR
B, BATIMUMXARRREERNER, BITENEFIERXARNS, NEENMREENE. HERAE
ES M.

1.3.7 XAHHHE

XAIHE (Text Summarization) £ NLP hig— MEE(ES, BNRER—REDERONE, REERNE
BWE. REEMHRNTE, ABETUSRFAL: MEEEE (Extractive Summarization) HIERSH

E (Abstractive Summarization) .

o VAR HMENREETEEMRXFENXECFIERARFE, MRERETNESTEHRER
X, FiEmtRs. Am, BT XXERXPEFHOHE, BRMREMRNEERTERERST.

o AHNIARE: SHINNABEASE, ERIABENMOSRIEEXERER, THRENXLE R EHTERARNN
5, AERFNAT, ERNEEEERMLE, BACTEERNANREE X, HBEBUFRNAGNRIAERE
NER. ERIAREEEFTEEERIRE, WETIENNHINFEIZFIIEER (Seq2Seq) .

BRIZHAVE AT HRIE:
2021F5RH22H, EXRMRBEN, BEBERRNOXERNRZ K6 —S"HINEXEREER. WRESHMRI, 75

EREER=RNTIBL TEE—F, “RiE—SHEH T SMRPEME, BEXEREHITA0TXEBNRIZEN
Tk, BEEMRXEMREGN . SURFAGURIHERFENATEL.

MERTUEER

HEBEMROAXERNGZRO—S RIIEXEREEMR, MEERETR=RNTELL TEE—D,
ERTVEE:

“RiE—S FRVSIKINEMAEEM, ARBEEFERETFIESENHLR.

NAHEESEERRER. MEHEE. REERFIEEE ZHUNA, BIEMHEE, BE A URERRXAN
BIMER, TEFNIRE, RESESGEMER,

1.3.8 . 23EMF

H2&#F (Machine Translation, MT) =& NLP U —IizMESS, 1EERITENERE—MBAES (RiE

) BEpERERSE—MBAIES (BMES) IR, SEENMUSRENSCNERERR, EEENESEERE
KRREBSNAMIEX., MEMIXMtERE, FRINFEREEMESTEA. HA. R, MUEBHESERS, @
HARESHERE ZBNRRSERE,

BRIRHMNE—GH: “SRRERE. ", HNEEEEENEMEX,

=
=

RIES: SRRAERE.

BfriES: The weather is very nice today.



ERXNEBRGFH, VSEhTEBERIEP X0 FERMEAX, F®iFTRONEXMEH, Am, ELEE
K BERICRE, HSEIFEIGRRSEEZENIEN, A TIRENSEZNGEE, MRERMIREHRT AN
R, WETHEMERSeq2SeqRBY | TransformertREl%E, XERRGERZ I FRIESTEMES < BNER
BREFR R, MT0SEILE DA A ENE,

1.3.9 HEIEAE

BzhaZE (Automatic Question Answering, QA) =& NLP USRI — PN ERES, SEEITENEEBIREEAE
SRENEE, ARELAENSERENREERNER. Ba0FESENT AKERNOZFRIIEES, HE
TMNERNSEIENRE RNEENER, BoRERANNEDSRZSTINPHES, MERNR. XARERF. A
IRRTRAHEES,

BHRIZEARA D H=2: #FXEZ (Retrieval-based QA) . #iREEZ (Knowledge-based QA) FttX|g]
Z (Community-based QA) . MERAEBEIERSIBEHFXMAEXEAFTRRER; FRERQZET S
FNREEREEF R, HXEZFNWRFHTFRFPERNEZELRE, WaEtX. BIE%.

BREERFNFRNNAR—TIFENTRE, BERARNHASIERNSE, KERFDERLE. RN
AEE LB EZMRA . BEAEAERENGUERNEATE, BMEERALERSHRBERE, WS
SLIRE A ZAELAY )R,

1.4 XARTHNARRHIE

XARTHENERALZEENE AR EC NI EN T ULIENE R, thMERXABIBERFL, FiTEN6ER
MNXABTERND LI, XARTE NLP SUEFN—EMENAEZLTE, EEEZMEZRES NLP
RENRENIERE.

A NLP R, XARTIRENEXAPINES RN (WF. 8. BiE. 9FF) URENZBENXANEIESE
BRI ENEBIEBENIRENTN, fINEE. BESEMBIESN ., IFENRTAMIBERECBIEXES,
DAMET/EEEM NLP fE55, XA E, BRON. fdhEs, CREZSRITERRMEMAE,

NARTHNERHEREZD T ZTMER, NEENETHNNAGE, RTHTEIHE, BIISRNREZIRA, X
RRTIRARTUTRER, ) NLP R RRM 7 IBAIISI,

1.4.1 iFA[@E

mE= A (Vector Space Model, VSM) 2 NLP g — T EAh BBANNARTSE, HEHEHAFE
Saltonfgiti. MEFEFEMBIRXA (BIERIE. 9F. BRERBNH) BiRNBSHET B FHEE R XA
R RTR, X MREG, STHREAR—THEDR (F1W, 7. 18, WAEREE) , MEAEFNETTRE
RRZIFETEXARINE, SMNEEIRHERTEAN (WHESRTF, ESERERTF-IDFE) KHE, RIRT
AN A PNERREE,

METERBNNARETZ, SEETRTXAEUETE. XApE. EERRFENESLIEES. ERE
RN ABUER RN 2 T BN REFR RN, FESXANBUETENRIVRBIMRARIEE. LWit, BiIERET
BUSHEITE. SHED#E (singular value decomposition, SVD) #77%, BIMMAAXAMERT, #H—F1R
FHGIEERFNMR

AM, AETEHRBOEFAERSEE, HPSKEENZRERRIENELOHEDE, RAABITIIHERASH@E
HENS, ANSETRERT, I, BTFREETHIENZERNMIIMRIR, BBRTXARNEMESR, W0iF
FHETXER, R TERENRNS, FIERNEEINETEL ZNTN LR T REFEZBRNEE,

VSM AiEiEmE:



# " ERZHRHERE"
# WLERAN: 16384, AFESTL: (NS, "0, "BE, "R, "E'] - 5N

vector = [0, O, «.., 1, O, wvee, 1, 0, vv., 1, 0, vev, 1, 0, vve, 1, 0, ...]
# T T T T I
# 16384 RBSPMUIENL, HR16379MUENO

# LI BEMAEE: Xo%H (AETHE)
# WHERER: (16384-5)/16384 = 99.97%

ELRE—TEESMANRLIIEENES. EREFEEEH, S MIXNMESCRPN—TMIE, B
XM AR OREEERANRER T, fIF, WMRIECRANN 16384, BAB AR N—T
16384 hMmE, HPRBZIEAXNNAMERN 1, HMUEHR 0,

AT BERARRLEEH, ARENMNEOEZ RENHREZEFEMTAHE: —SEHFLERTAE, NEHER
B, ERAEFHTREEME, 2RI ERNITTES R, ANEINEAANEM EHTRETE
FREMTTELIE.

1.4.2 iE5EH

N-gram f£EI2 NLP U —MEFRITRNESRE, IZNATIEEIRG. FEIRA. HELUE. NBIEhFNE
RE|BERZES. N-gramEENZOBBEZETERYXEE, BI—MINEIBEKB T ERIEAON-1D

1., XEMNNRREZLMSENSE, TUSERERN. FW, SN=18, EEFRPunigram, XEREMNT
AR ; HN=28F, FRAbigram, ZREI—MERMGITHBIFOME; SN=3, FRAtrigram, ZEEFIAIEE
EITE=MIMMER, DALEEHEN-gram,

N-gramiZ 2@ Z AR MNREITREN TSR, BAmE, ¥TEEN—TEF, BRESITESTN-
gramB MM REEER, HIEXLMERERUBAEZENDFIORE, Hla0, 3F8FThe quick brown fox”, 1ERN
trigramt&8Y, FAISITE P(1tbrownt|nThell iquick!l) . P(11 foxt|nquick! tbrouwnt!) EHR, HIEEA]
183k,

N-gramfIiRELIE L. FHERE, EFSESPRURTE. BIANKKAN, FLMBIERREDR. KRENS
X EEREIEAR, HEN-gramFFIHIMEBREGIFER, SBRETEFAENFS, REUZEN TR, 1Lt
Hb, N-gramiEEBHE TIAZ BASEREIRIR R, TERREOFPNERGHIEXES.

REGFERRM, N-gram&REBATHBESEMEMIAM, EIFS NP ESHNAB ZER. ARLENAYS, 48
N-gramREUFNEfIRAR (AUREZESIER) AIUERIGEFAIMRE.

1.4.3 Word2Vec

Word2Vec —Mii{Ta9ia8 A\ (Word Embedding) 7K, HTomas MikolovE ATE2013FRE ., ER—MET
HEMAENNLMANIESEE, BEEBIFEIES5EZEN L TXRERERIINZEQERT. Word2VecHI#i
BRENRIEENAFN LT EERMBIRIE BB XA, NMESIEXBMNSEXNEEQES B FERR
ﬁo

Word2VectE R FEHFRFNZEN : ELFRIERICBOW(Continuous Bag of Words)Z4R#E B #1is_E T XX #9iE 33 Mz

MigmE, EAHH L BMgrmERTR; Skip-GramiEE 5 CBOWRAEER, ZEFIABMINEERTITE L TX
PEYIERE. SEEINIECBOWER T/ BUEIREESR, MSkip-GramEAR BB R RIELT,



BEEFERANSHEBIRKRT (WOne-Hotfwhi3) , Word2VecE R RE (BE/LEH) NWEEEE, BEITH
DHBEREMNFHEBER. Word2VedZBIBEBHIRFNEFSEZBINEXXR, L EE N EEEOEZEPH
UERLERIZN, REATEAEXAR, EfBESHIMEEM LTS, Word2VedE R BRI IMRIFANZHEIR
RiZeiE, ARNERETETXEEZEIN, MAZETIEH, BHTCBOW/SKip-Gram&EERZETHEF L TX

Y, TTAMREIKEBNERIIRR, RZBANTS1FZENXRR, EE-LEERINMEXES ERIAE.

1.4.4 ELMo

ELMo (Embeddings from Language Models) LT —@Z X, §#SiFREISE@MENERLET. B
AREERELLIIZMESERE, BSRERERE, AREREES ENKREHTME, [RAEESXESNIEMR

£, ELMoERBFillZBEEINZAMENERF, FANMELSTMEN, SEBHIRENECHN LETXXER, £ME
MEZBFERIERERT.

ELMoR St BUR MR BRI 72: 361 1B ERZFBIE SR BTG, 27T M EREEMITEESSH, MITIZER 4+
AN I 82108 A B 1F A FTFIEAN B R TIFES R . ETRNNAILSTMAR LI ZRET(EK, 45 ERERZELMot&E BLA
IR IIRHE,

ELMotE B E M B A T HAEBHIRFNEDLNS XN ETXER, ERNEREEMFEHER, ERTZM
NLP {£55, #AM, ELMoREUthFE—LEA, MRBERES. AN EKR. TERREREASE.
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2.1 FEHH
211 HAREEHNE

BEE NLP METIT 2R 2 S EIREF 0%, 1E NLP ZOERIR AR R A RMMEITE I REF 100 . IENBES—EMNEN, XK
RTMBINEISITEIBRRTITENOES BER, 155EE, BT Word2Vec KSR EHEMEH N\ EBT A ME S XAKRRINE, 8
2, MITEMMASE (Computer Vision, CV) NiERERERMNMZME, HEiOREB=T:

o EERWEME (Feedforward Neural Network, FNN) , BIS—RHHZTHN L TRENE—THE T2 EE, WE2MR:

NN N\,
0 . N

SAOSE

kﬁ""'f }«*’6,4“

2t Wt Ve

‘ Hidden cell V,};Q:‘V V,:,'@::‘V l’Q
L\ 20 //
IAALNN CFIAANN

Q
‘ Output cell ///‘My/‘\\\
o BIEZMEE (Convolutional Neural Network, CNN) , BG4S H =i\ TFEEBEHEMENETR BRI TIHRINAZS), WE2.2F0R:

Input cell

2.1 EERRE WL

Input cell

Convolution or
pooling cell

‘ Hidden cell

[E2.2 BIRHEZ ML
o TEIMHLZML (Recurrent Neural Network, RNN) , BES(ERBLEERENGA. BEHMNEESHNNG, NE2.3MT:



[ ] [ ]

] ]

] ]
Input cell

Recurrent cell

. Hidden cell

Output cell

| ‘Context signal’

[E]2.3 A HRE ML

BT NLP ESABEELENAEERRFS, RULETRTAERS. RFEIERN RNN EEREHBE NLP E5 EEERMNRR. BxXE, FEEN
HUMRES T ZB0, RNN BAR RNN B99T4284 LSTM 2 NLP Ui 2 RIRMNEEE. A, HAVES—EHEIIHFA LT Il BB ARTRE
ELMo, FiZ(EFRIINE LSTM fEAMELEH,

{ERNN K LSTM 2R EHMIRNFER. EEFIIEMNMR, NBEMTHEURAIEREE:

1. BIRFEITENE R RIFMELRFES, BRI TITENHTITENEEN. BTRIBSEMRMA. KFITE, BRLEsE (Graphics
Processing Unit, GPU) HITiTEMEENZE TIRAIRS, S RNN REMZEMINERSASHERERIIA, BItERERAHNRS;

2. RNN MEDABIRKFIIAMERK R, 7E RNN 22470, IEEELERMAN Z B RX AR ETE, B RNN BEBBIFINZARFRRITE, 1
FRE T FHINKE. 248 LSTM @d | MLHIXILE#T T —EMMA, EXTRIZEBHEXXANMHIE, RNNRKIBETUAZN,

FITXAEREE, Vaswani EFESETE CV SUFHKEREL . WMEERIAE RNN RERRNEE NG (Attention)  (EF, RIEENHHIAE NLP
WERBNCK, (BEEMHEEE CV IUIHIIREN) , IFEIIEE T Z2mEE NSRRI EME——Transformer, thIfRXIESHEE (Large
Language Model, LLM) BSHERZOEE, MMIDERNNE—EREREZISRZONREZ—,

Ba, REALAREIENINH?

ERDNBIRERET I ENMRTINE, E0BBAHBENXE—KER, BEELTEFEEBABTMUESEIENEPEERBOEA, MEER
BELESE, HNTEOAIMNBTEERIENEFE—TT/LD token, MMIEEESR=RITTEMR.

ERNNEIE=T10ESE: Query (ZE) . Key (8{E) M Value (BE) . HIAINBI—TEARERE—NLEMARNEN. HlU, H
BNE—RHERE, BIMTEERIXMRENNE, 3P4, T Query AINZEMT mIE". “BE—EMEE CATETER, HMERXAR
xm, BHIGERAZENEE) , Key # Value KRB, BIIX Query Ml Key #TEEHKITHIEE—MIE, R MMNEHEIRIT M Query
R, WA token MiZD MEBEBNEN AN, BIIENEM Value #ITIEHE, [FENKREERMNEM Query HEATTHEENXATEHEE
HIER,

BiME, EEANFNEREETITE Query SKeyMiEX N EENSCRT, MMABEFIIFEMIREMBMNERKR,

212 R NEFEE NG

NIRIEATRE], SERANFE=TML0OEE: Fi8{E Query, RfE Key fl BfE Value, ETRENIUFEAH, FLOMERNNFNHELXZL
ASEIR, MMAEBIRERNBRIZ NG, &%, BINEXE—DFH:

"apple":10,
"banana":5,
"chair":2

}

LR, FEARBEF TR ANGIPREE Key, MFPHNEFRIEE Value, FHTIFHRITEITRHBNFTRICE, W, URBIVEBEHRNED
ZE1E Query R"apple”, BBAKNTAIAEZEETIE Query 5 Key MILERESEIFI N AT Value,



BR, NRFE(TEELEL Query 2— MBS S Key ILRIE? Fla0, FHIVEESH fruit’, LET, IAINIZIE apple 1 banana #BITECEI, BR
BETECR chair, Ett, FAVEERIEEFRIG Key I Value #1THAES BRI REMN Value,

Blan, HEAIE Query A fruit’, HATRAIMDFILE=" Key I F U FHINE:

{
"apple":0.6,
"banana":0.4,
"chair":0

}

Ba, HNKEEWFENZE:
value = 0.6 %10 +0.4*5+ 0% 2 =8 (1)

ARG Key FIME FRITEMRE, MEHNMRMEEASE, BHMENTEDER Query, EMNNIZWFEE—T Key ZEEN. BE, WEHNYE
— Query, ITEENRAGERNHEE? MEM LW, BATAIIAR Key 5 Query X MR, MWEMMZEFISEENNERBEA, BE, B
AEIRERIEI— AR, BRI E L IEMIIERN D B 5ENE?

EE—EP, BNERIFAEOHRZ. BIEGENNGNE, ARASRBRIDEXER, MMDEXELNETEAEZETEEER, EXEENIE
ARETEPEEER. RN ERRJIERRGEEFDENAME, EHRMNEFLAIMBRINKHTESR:

vVew = ji:1%1vi (2)

RIFEEENEY, EXEMUNEMINREATEENSIRIZATO0, MEAMAMEERERRRZ/NTFO,
B, BATRAATAAERFRITEIEZ BABME. BRIRHIIN Query “fruit’, SIRAGEMER ¢ HIIM Key WEMIEEER
k= [VappleVbananaVehair] JUFATETAITE Query FIE— M RAVEMERE :
z=qKT (3)

LEZbE K BIJ9¥G AR Key Y RIAVIRIREMEBAZAMAIFER . ETHEMERANEN, xB17 q 58— k ENRR. WEBRNSE x BIRMRT Query
B Key WBABIIRE, HAIB@EI— Softmax BIFEEMHTN 1 fIRE:

e(l?Z

= —Zj =

X, SEINEEMAESE R Query MIE— Key MAELIEEE, RIRXBEMRER 1, EMEERNERNIET . &E, HNBERINEIEND
HAEREMIIRIARIR . RIE LRI, BHNFMAIUSEIERINGITENERLR:

(4)

softmax(z);

attention(Q, K, V) = softmaz(qK T )v (5)

A, HRBEEE—MIE, B, FMRREWT -1 Query, HITHISERANEER 4, WEE, BN—XMEEWZ Query, EHFES
> Query SN EYIEEEHBE—LRMER Q, BEIAR:

attention(Q, K, V) = softmaz(QKT)V (6)

Bil, HBRENEENNHANEZERE—F. EL—T2RXP, MR QM KNYMMHEE d), LEEA, softmax RENFIFEESZHI, EF
EEZENEZERRA, MMRZIMBENREN. FEit, FHZE Q M K RMRAERM— T 4E:

T

vy,

attention(Q, K,V) = softmax( )14 (7)

XtAEER AN EART .

2.1.3 FENHLHIRISCH
BF X, BATAINEE MR Pytorch REILLB AR

COERTERE

def attention(query, key, value, dropout=None):

args:

query: ZiR{EERE
key: BRIEER
value: E{EFE[F

# RENBEENHE, BOESNEETERSNERZER

d_k = query.size(-1)

# TTEoSKINFRHIRINR S dk

# transpose—iHBETH®E

scores = torch.matmul(query, key.transpose(-2, -1)) / math.sqgrt(d_k)
# Softmax



p_attn = scores.softmax(dim=-1)
if dropout is not None:

p_attn = dropout(p_attn)

# R
# WRIBTEER N value TR

return torch.matmul(p_attn, value), p_attn

AR, AL, HMRREAN q. k. vEEZZIRMANFTDEER, AP Q. Kl V. BMRFEEI LR/LITRE, AU
M DENER DG,

2.1.4 BFEEN

RIEEXBDH, HOTUER, EEANHNEREXNMEFIINTRZERORETERUETE, FHE—TFINETTZENAS—TFINETTREN
BXE, REETEXEHTIN, BDEEESN, MXAMRFIIEIZHENNTELREF Q. K. VHFRIR,

B2, EHIIMZMmEAS, FIMEFEREEITE Query fl Key ZEIRGERNER, BROFESIMIEE Value, BFIRN, HNEIRBENEH
PIUAFS, EEREN EFEANGS, Q FERETFT—1TFI, K5 VRETFES—1NFF, HBISHUEMRFITESE, MmaTMINE XM FEYE
BIX R, BIE07E Transformer f Decoder £/, Q 3KBTF Decoder f95IN, K5 VEBTF Encoder (95, MMINE T RBEESHEEEZIE
HX R, BFEEXMMEEZIARATN.

{B7E Transformer 89 Encoder £5#3h, {EMNE ETRNFINZF — BIEES (self-attention, BIEEN) H#l. FMEEEESN, BIRTEAS
FIHBTRZNEMTRERE NS, BIFETEERES, Q. K. VEHHAE—TRAANBITENSEIEFITHESE], 7 Encoder 1, Q. K. V55
RRMANNSHERE W, Wi W, #HRREE, MIMESRAETHE— token SEAFTE token KIX R,

BEEERANG], FOTFTREE—ERXARRE— token SEAMMETA token BIAXRKAA/N, MMEEXAZ BRIRBIXR, EREHSIHR,
self-attention flLHEZZEIL Q. K. VHBAENE—TSHRIIMA:

# attention JENEXMERNITERE

attention(x, x, X)

2.1.5 BBAEFEND

WIBEEES, Bl Mask Self-Attention, ZIEERIEENBIBNEEEING. BIEBNFERARER—LSEMEN token, HAEFINIREHD, &
RBIIZHIERAY token,

ERERNEBRNZOMIEILER R EERHEERRTUMAEERRFKER. EREEHHBIN Transformer B th BT EMT n-gram
ESRBEESRKEIN, HHMEN—TXAEFY, TERYIEZATE token SRFUNT—1 token, EEIBBIXAFIFHE,

BN, MRGFFEINXARFIIZ [BOS] Ilikeyou [EOS] , B4, RESIZU TIRFHTNME]:

Step 1: BN [Bos] , #iH 1

step 2: BN [Bos] 1, ¥t like

step 3: A [Bos] 1 like, #iH you

step 4: A [Bos] 1 like you, #dt [Eo0s]

HIg bR, REFINENEBS, BT LR, REAMEFSEE—MIXAFIINZESN, UMEAMIHERNXXAHITHE,

ER, FITURM, ERIRR—DHTHERE, thMBHESLTH Step 1, 7FEEM Step 2, ETRESTHENFIINHE, HIE—FEMBG
i, Transformer 83T RNN B9 OB 2 —BIETEAMHATITE, BEESHITENE. MRMTE-—TIIFKEN, RENFTESTTR LRI
BARETEMEY, BLARBERKEHEFHTIUE, TEARRE.

XX PERE, Transformer FiiRH THIBEEIRNNSE. BEEEIRNREM—HEE, FREBRRES. HA, FNFEINIXEFINHRR
[BOS] llikeyou [EOS] , HAVEMELERHHBZE [MASK] , BBAREEYIINT:

<BoS> [Mask] [Mask] [mask] [mask]
<BOS> I [Mask]  [Mask] [mMAsK]

<BOS> I like [mMask] [MAsK]
<BOS> I like you [MAask]
<BOS> I like you </E0S>

EE—TRASR, EEDARAEZREBZREL token, FHNT— token, EREE, LRBMAFTBRHTHNIRE, MANU—EFTHMARIER S, &
BRFBES—THARIERBIERKR token SEFUMNT—1 token BI7I, MWISEHL T HITRIESREL,

M ERRIERE, HMTUEMESINE—MINAFIERN E=/A%ER., HiTUEeimEdtlE— M RANRDSEKEN E=BEEENTENE
1B, BERBEEREMAET, LS, HMAEENRN (batch_size, seq_len, hidden_size) B, FA189 Mask sERE4E—RZ N (1, seq_len,
seq_len) (B[ #EXME— batch PARREHANITE) .

R, HANBIATRBER Mask 5B



# BIE—D E=M%ER, BTERRRER.

# Solid full REBIE—D 1 * seq len * seq_len HUFERE

mask = torch.full((l, args.max seq len, args.max_seq len), float("-inf"))
# triu RIMINEERIE—D L=FH%ER

mask = torch.triu(mask, diagonal=1)
AR Mask FEFRR— 1N L=/, E=AUENTRYN -inf, HUENTRERNO,
EEIENHEN, BNSBHTESINIEN M X MEIBMM, BT Softmax 1RIE:
# LEAHY scores AUERFBRIVER NS, mask N EERKIEIDER

scores = scores + mask[:, :seqglen, :seqglen]

scores = F.softmax(scores.float(), dim=-1).type_as(xq)

BIHERAN, E=BRKE (WHMIERNEEERKE token WNIME) ANERNDBRERBEMRT -inf, M FZBRENSETE, B Softmax %
fE, -inf M{EERT Softmax ZERWEN 0, MR T L=AKENTEANEENSER, MMl TIEREER,

2.1.6 Z2LEFEH

ERANBIATUSEIMATAS KEBEHXANE, ERIBEATEREMNEG—MEXXR, B-HERNNHIRESENGIETFIIENERRR,
ELtt Transformer £ T ZER NG (Multi-Head Attention) , BIRIRXN—MERBATZRERNITE, SREENITEBELNSTRNXR,
BRENZRERHTERFENRENEL, BNESERNMNEIESER.

FERIEXH, FELBIIWIESE, SERNUES, STTEANERENLEBUSETPNTEESR, WE2.4F0R:

what
we
<EOS>
<pad>

are
-missing

this
is

-application
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“wopinion
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EESTESHIZBMMERNANE-RIFOFIHITEIEATENER, AINER, STARRERNX, EBNETEBRNEXER. B3%
MERNXENTE, EBEZEBNSEIXA.

EX L, MENZLERNNAEIHEERENBANFIIHTSANRIRNLE; RAEBEE—ARINBIRNERMRER, BEI— LM
B#TAIE, [BEIRKRNEE. HNBAXAIMERTN:

MultiHead(Q, K, V) = Concat(heady, . .., heady,) W ©

8

where head; = Attention(QWiQ, KwE vwY) ®)
HEBEMNRBIMHAARESR, B n NhpE n B3 1MS8EN, S—A#TRENIENITE, ERTREFARNSEUEN NMEDT ROEEIN TR
BEERALR, REEn MERPHERRM AN,

BERTMIIEERENRE, HATNETEFZENPMSTIHTHZANE, EROSEETER=TMEEEERNE T S EERNAS,
I EEEAREHEEIERTHZEREBAR., BRSNS E TIIRE:

import torch.nn as nn

import torch

U BABERENTEER

class MultiHeadAttention(nn.Module):

def _ init_ (self, args: ModelArgs, is_causal=False):
# &R
# args: BCENR
super()._ init_ ()
# [RERAELIRABNBYE, BNEERNSERNFLE N ERE
assert args.dim % args.n_heads == 0
# WEEHATAIER/), BRIARL,
model_parallel size = 1
# AHITELE, FTEABBRMERHTHERN,
self.n_local_heads = args.n_heads // model_parallel_size
# BTKIHE, FTEEEERUKNEH.

self.head_dim = args.dim // args.n_heads

# Wq, Wk, wv SEERE, 81SEERRN n_embd x n_embd

# REBI=THESEMRABE T M SEERNAS, HZEETEMARBIHEEXERTHHRERFRNR,
# PERVZETUBTEN-T, 8— 1M EREIELS T M SHUEMRIPHE

self.wg = nn.Linear(args.dim, args.n_local_heads * self.head_dim, bias=False)
self.wk = nn.Linear(args.dim, args.n_local_heads * self.head_dim, bias=False)
self.wv = nn.Linear(args.dim, args.n_local_heads * self.head_dim, bias=False)
# MEINEERE, #ERN dim x n_embd (head dim = n_embeds / n_heads)

self.wo = nn.Linear(args.n_local_heads * self.head dim, args.dim, bias=False)
# JEEH dropout

self.attn_dropout = nn.Dropout(args.dropout)

# FRZEEEN dropout

self.resid_dropout = nn.Dropout(args.dropout)

# BIE— P E=/%EK, BTERRRER

# AR, BRREZLIEN, Mask HEELEZAIRINEXNZ—MEE

if is_causal:
mask = torch.full((l, 1, args.max_seq_len, args.max_seq len), float("-inf"))
mask = torch.triu(mask, diagonal=1)
# EMERAEIPX

self.register_buffer("mask", mask)
def forward(self, q: torch.Tensor, k: torch.Tensor, v: torch.Tensor):

# JREURARFIFSIKE, [batch _size, seq len, dim]
bsz, seqlen, _ = g.shape

# ITEENR (@) « 8 (x) . E (V) MABISEEKE, #EHN (B, T, n_embed) x (n_embed, n_embed) -> (B, T, n_embed)
xq, xk, xv = self.wqg(q), self.wk(k), self.wv(v)

# % 0. K.V {FOMZk, #ERN (B, T, n_head, C // n_head), REKIE4E, TH (B, n_head, T, C // n_head)

# AAEERNHTEFRENZERTEATEESSITE

# N AEFKIZB*T*n_head*C//n_headRFBEIRL. 2UEMAZERIIENBARF, BREAviewIBRALRZERIEHAZEHFT,
# RERERWIE, FJURIRE LRRERETS TIMEA VG ST LI RER 7 Bt ka9 B AR

Xq = xq.view(bsz, seqlen, self.n_local heads, self.head_dim)

xk = xk.view(bsz, seglen, self.n local_heads, self.head_dim)

xv = xv.view(bsz, seglen, self.n local_heads, self.head_dim)

Xg = xq.transpose(l, 2)

xk = xk.transpose(l, 2)



Xv = xv.transpose(l, 2)

# EBNITE
# 8 QR"T / sqrt(d k), #FHN (B, nh, T, hs) x (B, nh, hs, T) -> (B, nh, T, T)
scores = torch.matmul(xq, xk.transpose(2, 3)) / math.sqrt(self.head_dim)
# BIEEERNLAEER B
if self.is_causal:
assert hasattr(self, 'mask')
# XEBMIFIIKE, BABLFSFIHELE max seq len 5
scores = scores + self.mask[:, :, :seglen, :seglen]
# 118 softmax, #EXHN (B, nh, T, T)
scores = F.softmax(scores.float(), dim=-1).type_ as(xq)
# i Dropout
scores = self.attn_dropout(scores)
# V * score, #FN(B, nh, T, T) x (B, nh, T, hs) -> (B, nh, T, hs)
output = torch.matmul(scores, xv)

# REREEEHEH K.

# BZLNERPHERE, SMRBEEN (B, T, n_head, C // n_head), BHEM (B, T, n head * C // n_head)
# contiguous RIATFEHFRE—HANGEE, ERNPytorchigBitransposeBviewniREs,

# RAAviewHIZETEEFESE, AMtransposeF AN TREFE, FLHEELGINMEE

output = output.transpose(l, 2).contiguous().view(bsz, seqglen, -1)

# RARTEAER.
output = self.wo(output)

output = self.resid dropout (output)
return output

2.2 Encoder-Decoder

LT, BANEENET Transformer BZL——EEHHEI, 7 (Attention is All You Need) —X /1, {EZ@I(UERTE N HIMmHMEESHN
RNN. CNN ZR#5#5EE Transformer &8, MR T NLP TUSAZE, 7E Transformer &, EAFEANHNEERA MZOHEH——Encoder

(4mF5283) 0 Decoder (f#R32%) . BX L, FEET Transformer ZRMMRAFNINIFIESEEE AR EX Encoder-Decoder S8 1T kD52
FROREIZEN, )90 R{EMA Encoder B9 BERT, R{EFA Decoder # GPT &,

FEATH, BIPEU E—TNB SEENNGAERM, M Transformer FiEt3H) Seq2Seq 5 H A&, T Transformer B Encoder-Decoder 45
",

2.2.1 Seq2Seq t&EE!

Seq2Seq, ENFFIZIES, 2—FEZME NLP 5, BAME, SEEMANNE—NERESFEY input = (21, 22, T3.. . T,) , BHHE— D4R
RERKWBRESFT output = (Y1,Y2,Y3. - - Ym) » BELL, Seq2Seq & NLP REFHIES, JLEAAR NLP (ES#ETIUMA Seq2Seq 1£55,
B AR D EES, AUREERER 1 WERFES (NELXP m=1) ; AEREES, AAURIRAESHARIIERNERFS (WELXHP

m=n) .

MERENFESEIR— 1 E M Seq2Seq 155, #la0, FEATMATIRER SRRSEAF", WERE Today is a good day.”, Transformer @—"M42HH
Seq2Seq &8, EMEEAPMAN ARSI, BHABS—TXAFS, B E, Transformer —FIAERNBENZEEHIEES LM,

3FF Seq2Seq 155, —mMRMBRENBAIBSFIMITRIEBREE. FMEREB, MEERANBAESFIETEEERBMRESERITIEXNEE
(S3ER%) , AIERERAEERNIETEERT. MED, MENBANBRESFIREEANGESEMBIREEEY, BRBRMNNNER
B BFEY, BTRIBERL, HAOMUZLI Seq2Seq £5.

Transformer FfJ Encoder, FiERT LRNYRIZIIFE; Decoder MATF HRAARIEITFE, Transformer 4544, WNE2.5FR:



‘ Encoder Layer { ;} Decoder Layer ‘ e
: A : . i 9 A ‘ .
: ‘ Encoder Layer ‘ - ‘b{ Decoder Layer ‘ .
A . Y A
Encoder : : : . Decoder
2 Encoder Layer s > Decoder Layer ”
: A : S A :
. ‘ Encoder Layer ‘ . ‘b{ Decoder Layer ‘ v
A = A
‘ Encoder Layer ‘ 4>{ Decoder Layer ‘
. A : S A ) :
: ‘ Encoder Layer ‘ = ‘b{ Decoder Layer ‘ -

[E2.5 4mi523- R0 s 4514
Transformer B Encoder #1 Decoder A5%, ®— Encoder (Decoder) X 61 Encoder (Decoder) Layer A5, MNRFFIR¥N Encoder #
17418, E Encoder Layer WRINEHHBRIBERMLIZE Decoder Layer (98—, @id Decoder RIBEM I ABEIH L BirFIT .

ETE, BIVEEHNB Encoder F] Decoder NEMERHE MBI R HMEN ——BIRBENLE (FNN) . BV3—1t (Layer Norm) FlkZEEE
(Residual Connection) , #AE¥H—% 94T Encoder 1 Decoder KINERLEH,

2.2.2 BRI

BITRMLEZME (Feed Forward Neural Network, Tf&EFR FFN) , thil2Ff17E L—THiRENE—ENWE TR L TRENS— T HE TR EEEN
ML, 88— Encoder Layer HiB1E—P EXHEGERNHEIMN—PENRHEME . BIRIFEMERISTIEB R EAY:

class MLP(nn.Module):
U EIIRMAERE
def _ init_ (self, dim: int, hidden_dim: int, dropout: float):
super()._ init_ ()



# EXE—BEIETH, WNEAEEDRELEE

self.wl = nn.Linear(dim, hidden_dim, bias=False)
# EXE_REIETHR, MREBEEIBAELEE

self.w2 = nn.Linear(hidden_dim, dim, bias=False)
# ENXdropout/z, ATFHIEINE

self.dropout = nn.Dropout(dropout)

def forward(self, x):
# BIEEREREN
# B%, MAxBEE—BEMTHRARELUSUERE
# &&fa, BEE_R&METHMdropoutE
return self.dropout(self.w2(F.relu(self.wl(x))))

7R, Transformer (RTIRHMENEZ AR DEIEEFEMN— RELU BUEREAM, RBIRMZMEEIMANT —1 Dropout EREAIEIHE.

2.2.3 BA—1t

BU3—f, tbiZ Layer Norm, EREZIHEZHANT—HIRIE, HEMEEROT—L—RBERM, #UT—H1 (Batch Norm) FEVF— (Layer
Norm)

IF—OEN TR EEBANREEERE S HREBLER—N, ATREWENETE—ENHALE L—BNEH, REZREET, WNEH
BREiE, ZRANMEREENSHEARSHERANSBRERANKE., HEl, HEMERESHNER, SENRALIHETEEN, B
FEMEEMERENEAMBEA. B2, FEMNNFEIHIELREEN, MMBHMER T FNIRE.

Eitt, FEREHZNED, TEFBRE—HEE, BEs—BRNBABI—AHREESD M, #IF—HMRIEE—" mini-batch L#TIE—, BHT
XF— batch S#FAFH k-8, BFLITEFRNYE:

1 &
Hj=— ; Z; (9)
Hep, Z) BHEA 7R MEE EAE, m B2 mini-batch AN,
BitEsAnNEE:
1N,
ot == (2} - w)? (10)
m i
®E, SETMHANEREDERRMREERGX—T mini-batch BEARND A RIREESD:
~  Zj—
7= Hj (11)
Voite

LNk e X—NERN TR D B0,

B2, #tIE—FE—LLERE, Fla:
o YEFAM, mini-batch BV/)\KY, Batch Norm ERMIHEARIENSZFERMREB/ISIT D HESR, MMSTRREE;
o MWTEMNBLEEZRH RNN, REEGFHE—SHABERE, FilU Batch Norm I3 —HEERERX;

o 7EIIZRY, Batch Norm BEFREE step WATHER (WENASE) . AEN, ATERYFHEYE, MIKETEHMLEINGEERND
F, P TFEEUERN step, BEFINEFNGITEFERN;

e [Zf Batch Norm, &1 step #FEEREFEMITE batch fit=E, BRINEND

Ft, HIMTEREHRENETEER., AEEFNEVI— (Layer Norm) , fiRTF Batch Norm fES—BAITFABHARNENHZE, Layer
Norm fEEMEA BT EEMERNIENAZE, MESMERNSFIAZITRE. Layer Norm #9)3—1 AN E LA Batch Norm 2%E2—##, R
RATHRITENEETE.

EF ER#TH—HAR, HITTUERMSII— Layer Norm !

class LayerNorm(nn.Module):
' Layer Norm B'''

def _ init_ (self, features, eps=le-6):
super()._ init_ ()

# CRIEREPEMIARGY
self.a_2 = nn.Parameter(torch.ones(features))
self.b_2 = nn.Parameter(torch.zeros(features))
self.eps = eps

def forward(self, x):
# ESUTB THEARBAENE, KIENRE
mean = x.mean(-1, keepdim=True) # mean: [bsz, max len, 1]
std = x.std(-1, keepdim=True) # std: [bsz, max len, 1]



# TRERXBEMAERE-THERET 1E

return self.a_2 * (x - mean) / (std + self.eps) + self.b 2
R, EBA LI Layer Norm B, BRNEIEHBIEHTIET,

2.2.4 BREEE

BT Transformer REIEMRER . BERR, FHTEHEERRN, Transformer RATREERNBIEREERE - TFE. HEEE, IT—EN
BATRXZE—BHHY, TEEL—BNEA. REERATREREEEREIRSRE, IBEEITHRENES.,

BIgl, 7 Encoder , EE—TFRE, WARAZLBIENENENSERESRIZENGL, RAEZENREESREANEMN, BETIEL,
EE-TFREBE—H, B

z = ¢ + MultiHeadSel f Attention(Layer Norm(z)) (12)
output = & + FNN(LayerNorm(z)) (13)

BMNERBIIA, BIEREM forward ITEHIN_ERERZMILZEEE:

# ERNUTE

h = x + self.attention.forward(self.attention norm(x))
# ZEBIRMENE

out = h + self.feed forward.forward(self.fnn_norm(h))

EEXRBH, self.attention_norm # self.fnn_norm #B2 LayerNorm £, self.attn 252 E, M self.feed_forward HI1RHERMLE

2.2.5 Encoder

LI ERAHZE, FAIRTLAEERE Transformer B9 Encoder, Encoder i N ™ Encoder Layer B, S— Encoder Layer B3 F—1NEEHEM
—PHIRHENE, FEit, FHANTUEHRELI— Encoder Layer:

class EncoderLayer (nn.Module):

' '"Encoder/Z' "'

def _ init_ (self, args):
super()._ init_ ()
# — Layer FEM LayerNorm, 9HIfE Attention ZHIF] MLP ZR(]
self.attention_norm = LayerNorm(args.n_embd)
# Encoder AEEMII, £\ is_causal=False
self.attention = MultiHeadAttention(args, is_causal=False)
self.fnn_norm = LayerNorm(args.n_embd)

self.feed_forward = MLP(args)

def forward(self, x):
# Layer Norm
norm_x = self.attention norm(x)
# BiERN
h = x + self.attention.forward(norm x, norm x, norm_x)
# ZTANRBENE
out = h + self.feed forward.forward(self.fnn norm(h))

return out
RIEFATEE— Encoder, H N 1 Encoder Layer A, FERESMA—" Layer Norm SCIHSE :

class Encoder (nn.Module):
'''Encoder R'''
def _ init_ (self, args):
super (Encoder, self)._ init_ ()
# — Encoder B N " Encoder Layer #HR{
self.layers = nn.ModuleList([EncoderLayer(args) for _ in range(args.n_layer)])

self.norm = LayerNorm(args.n_embd)

def forward(self, x):
"S5iEE N B Encoder Layer"
for layer in self.layers:
x = layer(x)
return self.norm(x)

8 Encoder B9, MEMARIBZENER.

2.2.6 Decoder



EM, FAIhRIASEEE Decoder Layer, ¥ N D Decoder Layer 483}y Decoder, {B2#1 Encoder RE/IZ, Decoder HFMEFR N B —
DRIREEMEAR ., B—FENEE—MEBEIRANE, BMER Mask BEENITE, RIES—1 token REE(EMIZ token ZRIKSEER D
B, BETMERABRR—EZNERNE, ZERERE—MEIENBENMLIER query, #M Encoder BHILTER key # value, RITEFENSD
. &fa, BEIRIRMEME:

class DecoderLayer (nn.Module):
CURER
def _ init_ (self, args):

super()._ init_ ()
# — Layer FH=" LayerNorm, AT Mask Attention ZBJ. Self Attention ZHIF] MLP ZHI
self.attention_norm 1 = LayerNorm(args.n_embd)
# Decoder MIE—EIDE Mask Attention, fEN is_causal=True
self.mask_attention = MultiHeadAttention(args, is_causal=True)
self.attention norm 2 = LayerNorm(args.n_embd)
# Decoder MIEE_NMEfD R HEfUTF Encoder HJ Attention, fEN is causal=False
self.attention = MultiHeadAttention(args, is_causal=False)
self.ffn norm = LayerNorm(args.n_embd)
# B=TEHDRE MLP

self.feed_forward = MLP(args)

def forward(self, x, enc_out):
# Layer Norm
norm_x = self.attention_norm 1(x)
# BIBREES
x = x + self.mask attention.forward(norm X, norm X, norm Xx)
# SLERN
norm x = self.attention norm 2(x)
h = x + self.attention.forward(norm x, enc_out, enc_out)
# AR
out = h + self.feed forward.forward(self.ffn norm(h))

return out
REEEER, FIHEEZE— Decoder R:

class Decoder(nn.Module):
o fREBSE
def _ init_ (self, args):
super (Decoder, self)._ init ()
# —> Decoder Ml N " Decoder Layer 4AFf
self.layers = nn.ModuleList([DecoderLayer(args) for _ in range(args.n_layer)])
self.norm = LayerNorm(args.n_embd)

def forward(self, x, enc_out):
"Pass the input (and mask) through each layer in turn."

for layer in self.layers:

x = layer(x, enc_out)

return self.norm(x)

SERX LR Encoder, Decoder B, ®SEAL T Transformer BIRZ0\ER7, #T3R4E Encoder, Decoder #HZ&REIMAN Embedding B ] bAE 2
H5EEARY Transformer B,

2.3 &E#—" Transformer

ERIAME, KM BRANEIRT Attention #LHIFN Transformer f9#%th——Encoder. Decoder 43, $#F Tk, HAIMAIMETF E—ZLHAAK,
EiER— 52 Transformer &8,

2.3.1 Embedding B

EMBAEE—EMYER, 72 NLP ESH, EMNEEEEEEARESWRAEZLANSETNGENEE, HREZIHR, RIEXMESNAGRE
Embedding &,

Embedding BEZR— M FHEEA/NVEHRNFRAMEER R, UHMER, ERARENEZZE, BMEFESLILERAESRABI D EE
tokenizer, DIARIERZIEERIESMAYI DAL token HEME—PEER index, FI31, WMRBAVFERANER 4, MNEERIR", BA, 2
TEZE AT LS N AL -



input: ¥
output: 0

input: =W

output: 1

input: fR

output: 2
SR, EXRERT, tokenizer WIERIEXEEZ. flMl, PIEABZMAENAR, AIUIIDKIE. IR FE. IoRFHE, maRA/NMIE
ASEBAE . AN AREER tokenizer FIFHAIER, EEXRIFMNBAEEMN tokenizer RUNENGITHIIIZMN
Ft, Embedding BRSINFER—MZIKA  (batch_size, seq_len, 1) BIER, BF—PMHEERIRILENSE, E T HERBRIESHFIIN
KE, B=MHENE token Zid tokenizer B ELHY index &, g, X RN, Embedding BHMASRE:

[0ro1,011,02111

H batch_size A1, seq_len A3, LA index WL,

M Embedding AEBESLE2— ]I (Vocab_size, embedding dim) RUINERERE, BRENE—ME, HXIN—1T4HEN embedding_dim £
B2, SFHmANE, aNNEXMIaE, AEHIER (batch_size, seq_len, embedding_dim) BB,

ERTMHATEZ, HATRIAEEER torch HEY Embedding /&:

self.tok embeddings = nn.Embedding(args.vocab_size, args.dim)

2.3.2 U BERIG

ERNNBIATMSEMRENHTIHE, EEN, EERENTENARNBSEFEIFHENMUENESR, £ RNN, LSTM F, BAFIIREEEIEFHN
B A RE ISR, EMAFIINIAFRE T REEENESR, RENBRESNASHEEENS.

EMEHEENNHNDFEATTARI, EEENNHNTTEIRER, HTFIFHE— token, EMZMIBNERRBRZTEN, BIHRE
R RERE IR AN ERETEHEN, ELRXETIENNHEFEN—TEXDE. AL, HMERFIIFES, REFIIFEIENIE
88, Transformer RATUERBHIG, ZNHMEZEHSTEEDEA.

NBRB, ENRIEFZIP token MEXNAIBENEMTRE, BEMAERBMNEAAERBT. NERBUAXERS, Transformer (/T ERZE
BORHTUERB (BXIUEYRBSinusoidal) , HEREIEAXRN:

PE(pos, 2i) = sin(pos/10000%/dmer)

i (14)
PE(pos,2i + 1) = cos(pos/10000%/dmet)

£, pos H token G FHMIME, 2i F 2i+1 MRZIERT token BEFHMEBERZBHNE, MERXDPENTTUE LT FHFEHAIER token FBEK
{IEH] token, Transformer XA T FEIAIREHITHRIS,

BAIA—MERRE FRIZPUERBITEDRER: BUKNBANE—TKER 4 98 F" like to code”, FEATTMUEEITENEM@EEME x, HA
B—TRERNME—FEE, xo = [0.1,0.2,0.3,0.4] SRHFHE1FEDE, EHposTENO, DALLEE, E_TRENE ike'NiTHE, ©
BposHi1:

0.1 0.2 03 04

0.2 0.3 04 0.5

0.3 04 0.5 0.6

04 0.5 06 0.7

M2 I ERBENEEER:

. 0 0 : 0 0
01 02 03 04 sin(jgo007)  <o8(g0057) S g0 c08(gp0em) 0.1 1.2 03 14
02 03 04 05| sin(g50557)  ©08(g007) S Seoasr) €08 (Jomoz) 1.041 0.84 041 1.49
Xpp = ) . =
0t 05 05 on] | mer) el sinlmem) costagerm)| | TS M
< . ) . sin( 10(?000) COS( 103000) sin( 100302/4) COS( 100(?02/4) . . . .

HA TR IAER U TR IBRIRE LR B FHI I B RS



import numpy as np
import matplotlib.pyplot as plt
def PositionEncoding(seq len, d model, n=10000):
P = np.zeros((seq_len, d_model))
for k in range(seq_len):
for i in np.arange(int(d_model/2)):
denominator = np.power(n, 2*i/d_model)
P[k, 2*i] = np.sin(k/denominator)
P[k, 2*i+1] = np.cos(k/denominator)
return P

P = PositionEncoding(seq_len=4, d_model=4, n=100)

print(P)

[[ O. ilg 0. o ]
[ 0.84147098 0.54030231 0.09983342 0.99500417]
[ 0.90929743 -0.41614684 0.19866933 0.98006658]
[ 0.14112001 -0.9899925 0.29552021 0.955336491]

REFNUERBEEEMTEL:

1. £ PEBEBENLIFEEERBUFERNDF, RRIIGFEEASKNTFEE 20 TNH8IE, RART—TKERN 21 997F, WEAAXIT

BHERIMITE LSS 21 R Embedding,

2. AIBLHERA ST EHABNMUE, MTFEERKEMNBEIE K, PE(pos+k) BIIA PE(pos) It& 5%, B Sin(A+B) = Sin(A)Cos(B) + Cos(A)Sin(B),

Cos(A+B) = Cos(A)Cos(B) - Sin(A)Sin(B).,
BAMB R DOET IR EF SRR IZRIE A VAR, [RYIGHY Transformer Embedding RTIARTRA
ft..’wn“...’wn,..) :;ft..’wn7...’w"”..)
RIAZ, XEMRBZFEETNMMELN, WMELXERTIEAMUEES . BNBESIXF—MRHBH:
f(...@m,...,mm...) =f( B+ Py T+ Py )
XEMEN p, pn MEABRL. ETRENE (.. 2m + Pms - -+, Tn + Do) T mn AMIE HBRGREF:

. of af 1 . 9%*f 1 . 9%f %f
~ T_ "4 T_ =) i I o T_YdJ
f=f+pn 9z Pigg. T 3Pm 6m3npm+ 5Pn (?a:%p"ermbmawnp"
PPy

AUBENEIMSMUBELR, 2~STUMRHE—(IE, FeH (fHBH m. nKFES) SHMIBEX, MARNFLEAT (pl Hp,) Fkiaxt

UBER, BIR—P R g #5:

prHp, = g(m —n)
HAVMRE H 22— 2406, N:

PiHpn = prpn = (Pm;Pn) = g(m —n)

BIEEE xy] MAEE x+yi, BEFEHNCEEZNMESTE:

(Pm, Pn) = Re[pnp}]
BRIEFEEER g F15:

PP = Gm-n

EREMEE A KRBT, BRI THIBE T ERBAIME:
cos mH)

pm:€im9 < pm:<.
sinmé

HTARFBEEMEMYE, FINESHENBRAUERD, KNNTURTASITIZEUERBNEAS:

cosmby
imfo sin m#
e
) cos mb
e .
_ _ sin mé
Pm = . < Pm= 1
imfgja-1
€ cosmbgja_1

sin m0d/2,1

(20)

(21)

(22)

(23)

(24)



BERO; = 10000 2/ (iR AIMEISHES | m-n | BOtEA, (pmpnEEBTEMME, X—Sa VBT BREBMIRS KM, 7 base B
10000 BEREER) , #MSHT EXHEEH.

Y H A2 MEMRR, ERERR Embedding BFTZALA d #m 2 2 BESH MEENBXIELER), HE—EOMEIE, FNPTLCEEME
XIFRERE, BPAER ERRIS:

a/2
p,Tn’Hpn = Z H 2 2; cos mb; cos nh; + H o y1.2:1 sinmb; sinnb; (26)
i—1
B AE:
a2 4 i
= (Haizi + Hair1,2i01) cos(m — n)b; + —(Haizi — Haiv12i+1) cos(m + n)b; (27)
2 2
i1
RBBIZARAS AR AR AL E .
FIARIBER, WE2.6FTR:
1.5
1.0+
2 05
e
e
2
E 00
_0.5_
-1.0
-20 -10 0 10 20 30 40 50 60 70 80 %0 100 110 12
position

2.6 JRIBLER

BT ERRE, B —MIERBE:

class PositionalEncoding(nn.Module):

VO IERIBER

def _ init_ (self, args):
super (PositionalEncoding, self)._ init ()
# Dropout &
# self.dropout = nn.Dropout(p=args.dropout)

# block size BFIINSAKE
pe = torch.zeros(args.block size, args.n_embd)
position = torch.arange(0, args.block_size).unsqueeze(1l)
# 1TH theta
div_term = torch.exp(
torch.arange(0, args.n_embd, 2) * -(math.log(10000.0) / args.n_embd)
)
# DHHE sin, cos LR
pe[:, 0::2] = torch.sin(position * div_term)
pe[:, 1::2] = torch.cos(position * div_term)
pe = pe.unsqueeze(0)

self.register_buffer("pe", pe)

def forward(self, x):
# BUERIBMNE Embedding R E
X = x + self.pe[:, : x.size(l)].requires_grad_(False)

return x

2.3.3 — 52X/ Transformer



EFIRFREEM, BIRIETEWN Tranfromer SHHHERRME— 15T Transformer AT, ME2.7F7R:

Output
Probatbilities

| Softmax |

| Linear |}

A

( ¢ )
| Add & Norm Je=~

Feed
Forward

I\

p N | | (Add & Norm Je
Add & Norm } Multi-Head
Feed Attention
Forward YD) Nx

)

L Add & Norm =

Nx
Add & Norm ) Masked
Multi-Head Multi-Head
Attention Attention
. J L 7. e,
Positional D A Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

[&2.7 Transformer &R 454y

BEEIENE, LEZFILX (Attention is all you need) EZE, LayerNorm BHTET Attention EfEME, tHE"Post-Norm"44, BEHE AT
BRI, LayerNorm EEMIE Attention ERIERY, thBHTZE Pre Norm"4&H, ZEEIBHT LLM —ARF A “Pre-Norm”£#) (RTLAME loss B
TE) , AXTEZHATRA Pre-Norm"45#4

WE, 233 tokenizer BREYFRIH H 554233 Embedding B Positional Embedding B4Ri3, AR LE—T3i38 N 4 Encoder #1 N > Decoder
(7£ Transformer [RIZEUH, N BUR6) , &EEF—TEMEEM—1 Softmax BMGE T HELHME

ET 2RI AN, BISSM5EEA Transformer REL:

class Transformer (nn.Module):
B
def _ init_ (self, args):
super()._ init_ ()
# DTHANIEARANF block size
assert args.vocab_size is not None
assert args.block_size is not None

self.args = args



self.transformer = nn.ModuleDict(dict(
wte = nn.Embedding(args.vocab_size, args.n_embd),
wpe = PositionalEncoding(args),
drop = nn.Dropout(args.dropout),
encoder = Encoder(args),
decoder = Decoder(args),
))
# REMNEMER, BIAE n_embd, HHEEARAN

self.lm head = nn.Linear(args.n_embd, args.vocab_size, bias=False)

# FIAMLAIERIINE
self.apply(self._init_weights)

# BEMBZHNEE

print("number of parameters: %.2fM" % (self.get_num params()/le6,))

GRS HEE
def get_num_params(self, non_embedding=False):
# non_embedding: RE4IT embedding HISEX
n_params = sum(p.numel() for p in self.parameters())
# MRAHIT embedding WS, FEZE
if non_embedding:
n_params -= self.transformer.wte.weight.numel()

return n_params

CRRMEARE
def _init_weights(self, module):
# %MEM Embedding EBWIIAKRNIENS
if isinstance(module, nn.Linear):
torch.nn.init.normal_(module.weight, mean=0.0, std=0.02)
if module.bias is not None:
torch.nn.init.zeros_(module.bias)
elif isinstance(module, nn.Embedding):

torch.nn.init.normal_(module.weight, mean=0.0, std=0.02)

U IR
def forward(self, idx, targets=None):
# BWAN idx, #EN (batch size, sequence length, 1); targets NE#FYI, BFItE loss
device = idx.device
b, t = idx.size()
assert t <= self.args.block size, f"FEEHEIZFY, EZFIKEN {t}, RAFIKERE {self.args.block size}"

# BY self.transformer

# BEMA idx B Embedding B, BEI4EN (batch size, sequence length, n_embd)
print("idx",idx.size())

# @ Embedding /2

tok_emb = self.transformer.wte(idx)
print("tok_emb",tok_emb.size())

# ARBIUERSE

pos_emb = self.transformer.wpe(tok emb)
# BT Dropout

x = self.transformer.drop(pos_emb)

# AE@d Encoder

print("x after wpe:",x.size())

enc_out = self.transformer.encoder(x)
print("enc_out:",enc_out.size())

# Bi@d Decoder

x = self.transformer.decoder(x, enc_out)

print("x after decoder:",x.size())

if targets is not None:

# IZEMER, WRHNLT targets, FMitE loss

# GBI HEEN Linear 2, BE4EN (batch size, sequence length, vocab size)

logits = self.lm head(x)

# BIE targets ITERXH

loss = F.cross_entropy(logits.view(-1, logits.size(-1)), targets.view(-1), ignore_index=-1)
else:

# HIEMER, BIIRFEE logits, loss N None

# B -1 RRBFIFNSE—MERETH

logits = self.lm head(x[:, [-1], :]) # note: using list [-1] to preserve the time dim

loss = None

return logits, loss



ER, ERMUBBREAERTEA Transformer 4, BATREINLI T =R
e get_num_params: ATHIHERNSHE
o _init_weights: FAFXERMESEATHENDIALK
o forward: BIA@ITEEEL

o, EREITEREF, BANWREYER pytorch IR IBRECRITEIRK, NTREMKRE, RETUER Pytorch WEHXH, LELFA
BERT.,

233 ARSI, AT B UAMB R — DB, FJITEM Transformer 8, [RFABEEREE LLM, EAZE, HANIMABEEHRNMEIZ%
Transformer &8 7 ; EEXH, HITEELMBMEFE"— LLaMA 8, HFIEFHARIIG—NETEHSH Tiny LLaMA,

SEW

[1]1 Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, lllia Polosukhin. (2023). Attention
Is All You Need. arXiv preprint arXiv:1706.03762.

[2]Jay Mody XX E “An Intuition for Attention”. 3R https://jaykmody.com/blog/attention-intuition/
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=

E=F MillZrEsS&Rn
3.1 Encoder-only PLM

ELE—%, BINEEFHET A NLP S HREARTEETENNFHIARMERER DN FIEEAER Transformer,
NLP &R BfRfe R e T thpt Btk ita . 75 L X3t Transformer B9 (IEIIAES], Transformer &HFE
FH Encoder. Decoder MM ERDERK, M TED DRI BB A—HFNEMFIMAG L.

#t3f Encoder. Decoder 45/, 5|\ ELMo BFRIIZRBEE, FEEIMAEM. % Transformer #HTHAAIE
B, B30, Google %% T Encoder B, B3 Encoder BE#H{THE, BIEEARBMNTRIIZES-BIIESER
(Masked Language Model, MLM) , ¥Ti&87—%BA1ES2/ (Natural Language Understanding, NLU)
SR RER——BERT, T OpenAl Ii%3% T Decoder B, {EFAREMNIESHERE (Language Model, LM) £
£, BEARBEIERSEFNTIIZIER, FT3E 7 NLG (Natural Language Generation, BfAES4EM) E5
FMBIRER GPT RIEE, thEIMSAANN LLM HEEESR, S8, T8 —MEREREMRE Encoder 5

Decoder, FTi&FIIZRRY Transformer &S, a0 Google &Rk TSEERY,

EARZER, TSI Encoder-Only, Encoder-Decoder, Decoder-Only BlIfi MR N4A Transformer B HY
EPERIGER, DRNB=MZOREEZEN . SMEREERIEFENTOIGES REMISNE, XtLE8H
FRAE 7 LLM AOtE B ELRE

3.1.1 BERT

BERT, &%)y Bidirectional Encoder Representations from Transformers, 2ZH Google HFATE 2018F & AT
FOllgRB SR8, ZAREL & H T8 (BERT: Pre-training of Deep Bidirectional Transformers for Language
Understanding) , SEILT ®3F GLUE. MultiNLI P BRIESHIEITTNESHRMILEEE (State Of The Art,
SOTA) , EFEREEILAIMRE, B BERT #HHIAFE, Fl&+HIANER BN BAIESHEESNER, MY
BERT B SERHTEFIECIRFHERYEAE, thHI0 740 MacBERT, BART ZETF BERT #{TMLIRFHAOIERL, AN
¥, BERT @BAIBSHIBMN—THMEIMMR, MGESMERETS MIEESHNERNHRMUEININGRE NS G
iz, —EF LLM B9t4E, NLP SUEfIE S 7 M BERT REEHITER . BIMEE LLM B3, ERNIERE
LLM 5 NLP, BERT th2FiE&id—If,

(1) BAEaH
BERT 2—Mi— T SMEBBMMIIAHEL, HFARNZLBBEHE:

e Transformer 244, IEWFAIEL—FMNBR, £ 2017F &K (Attention is All You Need) £ IR H
TREEA EEHNEITHE RNN, LSTM Z5#989 Transformer 88, 3 T A0S EIZEH), BERT 1B
T Transformer B9B78, 7£ Transformer RBOREVEE E#1TM, BTN Encoder FMHTIHS, T KIE
RS, ITETHE NLU E5 EHERDIERIZEM;

o TZ+HIETER . EHFAE 20185, ELMo RURAMREEFIIZ+HIETEAVEAE . ELMo RELE T E

LSTM 2844, TEIGEIE EETESREHTINILZG, BN TRHESHITHE, RIAL T EMHAIIERE,
1% NLP U S mfi)l g+ AR R B8 . M BERT tERATIXER, HBITBREIRMFRER
Transformer, SIANEEEXAIERE. BEMIORBRINEIEXKROTNIZKES MLM, RFFI4-FHEEU iR
TEH.

BRR, BANEMERIZEN ., FUIZMES AR THESHIB="7ERASIH BERT, 4 BERT BB R

%, WBYAEKIEAE BERT NURESARTBZaREMERE, BMMEIRZIMIER LLM A{8EY55RE BERT 1571

KR,



(2) #EEIZEHJ——Encoder Only

BERT pUtERYZEM) 2 EX T Transformer B9 Encoder Eip &M, EFXFELMUES3.1FR:

hldden _states

query states | Lke'y smes ‘value states ‘

§

‘ attention_weight |

hidden_states 1

BERT model

hidden_states ‘

/ | EncoderLayer ‘

Encoder ‘
[ hidden_states H res;d«\
. Position Embeddlng
' | EncoderLayer ‘
............... hidden_states ‘ l
\T | Intermediate } ‘ soft_max ‘
FERY prediction_heads
| omamu e———

hidden_states

2
g
g
=
's
s

3.1 BERT {&EI4544
BERT 25 3FF NLU (FSITEMFIZFER, EMA—REXAFES, miEt—A%E Label, Fla1ERD 95

BeRJJ =<
. JH#R Label, B2, IEZ Transformer 2— Seq2Seq #&#!, {FF Encoder & MALAY BERT AR L2 —
1 Seq2Seq HEHY, /\%/Qﬁﬂﬂ)\iﬂiiﬁxﬂ’] Decoder, Ak, JEEZF NLU (15, EEENRIEINNT —
Dok prediction_heads, BTFRHZEENRBINSEILMBRIRRISELE (FlW, MR—HERmDER,

prediction_heads M ERADE) .

IRRVE(AREEZ H Embedding. Encoder fl_E prediction_heads 45 :



Tokeninzer &%

Text tokenizer

BERT model
Y

[ hidden_states ]

l

Encoder

l

{ hidden_states ]

l

prediction_heads

[¥]3.2 BERT & E BS54

MANXEFISE L@ tokenizer (91388) #4LAL input_ids (BEARES—MERE tokenizer RUIRIEEREML,
AJBAZE Transformer B tokenizer #l#l, EXABEER) , AFEHN Embedding BREANISFEHER
hidden_states, B4 Encoder £, Encoder AR EXEFIAI N B Encoder Layer, BERT AFMIIEAIE
B, %02 base kikZA& (122 Encoder Layer, 768 HIIaEEHE, 258 = 110M) , large ixAE& (242
Encoder Layer, 1024 HRREEHAE, SSHE 340M) , @IEncoder 82 FHIRINE hidden_states RfF42
iI prediction_heads #5217 &EHERIBER, £33 Softmax iTERM A LAITE LB BTN AIZES .,

BERT XA WordPiece fF 731875, WordPiece B —METRITN-FEASEE, HOETIRRIEIRE
AFiE (BlE0, "playing” -> ["play”, "##ing"]) . HEFHRFNKIERRAMESRENMNAE ., JHTHX
FEZBDREVES, EEFRETNFENRFDIEEM (token) LI,

prediction_heads EXME& MBI LBERE, —MME, RE—TSHENBEEENESNERLBESE, W
E3.3Fm:



prediction_heads

| Linear
Ll
[ wran]
L
Linear J
ey
ot |

3.3 prediction_heads 4544

& —/& Encoder Layer #B2# Transformer 1 Encoder Layer £ MIHE, A1E3.4FR:

EncoderLayer

hidden_states residual

Attention

hidden_states

- residuﬁ }

[ omeds |

S

hidden_states

3.4 Encoder Layer %544

ANE3.5FFR, B2@id Embedding EETAY hidden_states #H AT attention AL, RGBS TAZ &I
HIFIRERWMANEN, BET—E Intermediate BFEIRZHME . Intermediate BE BERT BU4FHRIE, EXFME—
N BRI L BOERE:



-

o ETE

P —

output

[E3.5 Intermediate 4543
SEE, BERT FREMAEIERME GELU R, 2RHBMEEAMSTHERS, X2 BERT A FHAREE
LEMRERL. GELU MBS
GELU(z) = 0.52(1 + tanh(y/ 2)(z + 0.0447152%))

GELU B9t/ O B EE I ISHENLIEMAY BRI NBUE RS, BEMAESNMERS T, KRERFEEREBSHHEZ
TT. RAT GELU MRS OB, WEARERR, BHEBEZEATMNBTES.

BERT 89 JEE AMHIF] Transformer H Encoder By BIEE NG LF=E—E, B2 BERT BB (U ERBHS
ETEAEBNNHA, BENUERBRFEMNAINZNNESE, WE3S.6R:

Attention

{—{ hidden_states Jj

|.Aq“e'y—s‘a‘es\’ ’;value_states’

( attention_weight '

Position Embedding

!

‘ soft_max ’

l

‘ malmul ’4—/

[ attention_out ]

[]3.6 BERT ;¥ = O HlZEH



GNE, BERT KB NITEIREM Transformer W—ZRET, EXHIENOENITEZE, Jti@id Position
Embedding BRRINABMIBES S, XEBH Position Embedding B, HXME—EL14EM, BEAHIGZNS
BORINESENINIE, BXIMSEE Transformer {EFAAEIII B %S Sinusoidal BERBINEEEFENEMUEES,
B2, XHEFMIZN T AMMERSE, ENSTE2TEGEBTERINGKENHA (F12, 3 BERT M= 80BN
AETXKER 512 4 token)

AJIAEY, BERT RItEBIZEHIBEE 23177 Transformer B8 Encoder 7 £/, XtWEH{+/Ai% BERT J87& T
Transformer B9E48,

(3) FillgR{ES——MLM + NSP

BRFEARGF Transformer FIRELZEH, BERT B ARMIBIFT SET HIR LR T FIVFN)IZ4ES £——MLM
NSP (Next Sentence Prediction, F—&FM) . FUZ&-HIBEXNAROMBET, BITEINENMED E,
SR — RFII| SRROAE B o] LASGEIS RORR FR7E T LFEFR A MiHES £, REGIEARNAARIE, BMERIIZRMRAE Z B
MEEEZERHE, BRMABEANNBNE. Alt, JMH—ST KERSEN)ISGHIEEZ, (FREE0NTM
WEBRERIMERSEBEEN S KEFIR, MMHEEET KT E . ARUENTNIGIRERAMESIEBRNER
BESI,

Fitt, FRNGEBIEAROEREIZEFTERANEENR (B1Z token) . EFEE, BEALIRETHNERELR
RRMEAZIXTE, Ft, FIGEE—ENTRENERFIRE. ZENTARRNTMNKESHZ LM
ARE——LM £/ EXFN T XA XA ERNAZEQN AR, STHEREXAR, BINIRFEE T XERRE L
SURMNRBLESREFTOMRA AT IASE I LM YIl%k, FILbEERR R SCAIER AR BT AR AR T FillI 4%

BE, IMINNGESH—RREBET, EEENSMEIAMNEXXR, BRBTREONEX KR, 2R
Transformer FEE I ERIBRL 7 XAFIFNUERES, EBXMEERNENEEXKRRZEREARXS], 5
gn, BILSTM (IX[a) LSTM &) TEIEXRAE EREEM T LSTM REY, FIZRE BILSTM @EXR@AY LSTM &
TREEXXR. B, BKE-MIZES, EBRANASETHEIEN, XEBIIGHREDNSNEIEKER
HYREA?

ETX—B%8, Jacob FFEFRLET MLM, 2 EIIESREERFTMIIZES . HRTERUALEEN
LM, MLM REIR 5THET". MM NBBERER, £—TXAFIIPRENERED token, ARIEMAERE
EFRAY token MIANREY, BERERRIFHATUUSERKEY token, FI0, BMAFMBLRINE:

HIN: I <MASK> you because you are <MASK>
it : <MASK> - love; <MASK> - wonderful

TR B o] DAR B #E #k AY token BY_E AN T XX —CIBARIE SCRTUMHIE KR A token, E U@ XEFAES, KE
I EW@IEN, e EF ST AR, BiF, MLM ESEERN XA TEAANNGE, REE
XA ATHENLERRENE], F bt B] AR B B BXM AR SCANE R SCELF)I125, 40, BERT BOFIIZRER T 28
3300M EIFRIER,

g, MM i HERRE. LM ESENU T ABREIENERE, RGN TRESERE N, Mk,
MR ZRIE LN T, THESHEANBERBREFLL. B2 MLM AE, EFHESHBEMEEN, H
IEAFEBMNAIIAN <vask> ), BAIZERELRERXASENNARRERSHRIE THESHAND LRI
HitnB, FUIGHNFENA—N, SMAEEZINEEE TRFESHIBENMEEE. XX —EE, FEX MLM /Y
SRERAT T B0



FERAEHIT MLM lIZRET, SBEHLIEZFINIZRIERF 15% B9 token ATk, {ERIX 15% K token FIEE ERMIEHK
7 <vask>, MEH 80% ARRBERK, 10% HRMREERNEZ— token, TF 10% HERRIFAE, Hep
10% RIFAZEMZN TIHEFRIIZARBROAR—E, T 10% KN ZRZOEXETBEREEREN ETXER
B2, ANMREEERKNE, RENFELIERERNMUE, MMINFEIEFNR token MERXR T ETFXH
F3), BESIALDHEN token, RETEMEFEFNNAY token, MMHEIEFRITE—T token B EFXRIES
1, MmEE T X9 FIFERTEEN . BERTHE token MRERME, EHARHIMEELRAAIESIEMREEN.

BRZ MLM, BERT E4RH T BI—DFRINLKES——NSP, BIT—DaFFM, NSP A9 BRRZR xR
NLU {£55, planEZEris, BAESHIES, RELERE, BA—TRENE T TEE, EREREERENE
EMEZE; BRIESHERE, AR —EE, AENEEERSENARN, XIFNESHEERILAED
BEPEXRER, FIEANOFZENZER, MANE MLM 7£ token FINEHIBN X F ., Fltb, BERT 24T NSP
ESHKINGEBEDRINMENK RIS,

NSP {E55 8910 B R 2 ERERAM — ORI FREEZEEN L TX. fI7l, WMAFMBARTMUZ:

BN
Sentence A: I love you.

Sentence B: Because you are wonderful.
Hd:
1 (BREZLETX)

Sentence A! I love you.

Sentence B: Because today's dinner is so nice.

0 (TRELELETX)

BEERERFMEXN KR, NMBEERENEEFZENXER, FEETRN NLU £55, B, BT NSPHIE
BHAR M R EENRENMBRESESENTF, MR U FTELEMRNME (REZRIEAZMHERE
RAMEENTFHIT) , BB NEALFRREMIIZGEIE.

A ERTRIIZAS, BERT {7 800M Y BooksCorpus IBHIF] 2500M M X AEBRHER, 90% HEUEFER
128 M ETXXKENL, TR 10% WEIEER 512 (ERh E X RE# TG, SHAIIZT 3.3B token, HiJl
FZRBS B EESRIEN, BERT BilZERIESE 13GB A/, HFE 256 By batch size EIIZT 1M % (40
Epoch) ., MHERME, LLM —##IRRIZ%—1 Epoch, BERIAT 256 #Y batch size,

AR, MBLEFEROIETIZGER, H)GNBIREEFEHRILR. SR, BEENIIFBIREEEERBAEN
87, BERT B Base kR4 Large iRA25ER T 1638 TPU 1 6438 TPU IR T 4R7T TRk,

(4) TFHHESHIAE

B9 NLP U B2 IAR, BERT —TEAE XM ENIL T4 HBENMNEREBE, BEBsELh
BEN LRI GRS ERNXAERS LML, BENNN THES EHTHE, ZMEEN—TERE
T, IS EIAY5EARE N BES B R A AS BRI RE TR RIS A TiHESS L.

X —/R, BERTIRITTERANHANBLERERZES THEREY. WE—THANXAFS, BERT =
FEEHEIMA—T45% token <crs> , EEEHRIBTF, 1% token RRMNEIZRQIVRE, BMEBODRAIENE
fE. 7E#1T NSP FilllZRET, FER T 1% token MR AMFIEMERIEN RED ELRHAN



A fI%GRE, N8 TERES, RFEEA—EENERBEATINIEE, SFIZ BERT HIXES £
HATHOUBRIRT . FMBHUE, HESZMINGNEFRESHAVRE N, RTAIEEENES. EVMIIGEE. B
B9 batch_size L#1Till%k, BMSHMREEN, XNTEAED THHES, WAIUER(ER BERT B9%E ., 6,

NFNADEES, JTUEREEREEPH prediction_heads fRGHIDELENE], WFFIWRFEES, 7

IMEEM BERT ZEMNRSEREBMLRENNESR. WTXAEMES, BREFATUE Encoder BYMIHE MR
BEIRELEMER, AL, BERT AJMIFESBUEN AT 2 NLP {£5.

BERT —12H, EIRTE NLP 11 FEELES SOTA MR, BN NLU Al EH 2 IRNEE, FEETENLUE
% FEVS BT R AIERLES Z 7E BERT &4t EXO#SFEIN, BEZE LLM B, BERT AR ERZSINIHIFEEEN
NLU % FIARIRMABER, BXLE, WFEERE. IGFEFEEEAREAESELANES, BERTEE LLM EEFR
R,

3.1.2 RoBERTa

BERT fEJ9 NLP RIRHMUAIZRE, EREZ MES LEUS SOTA MR, thHEIE NLP SuEm il A&E 5 mi
%, DA BERT AEM, EZ T AELE#ITRMA, BB T —AHRRMFH Encoder-Only FRIZEERL, ETAHR
B BERT £ a2 —HAVRELEH, FIIGEIRE. FIGKES. IHSHRFLELHTTHA, URGEENE
SR, £ MFHES ERMESROTINGERE, HhZ—BIZRFH Facebook &Y RoBERTa,

RIEHANRE, FlZR-FOERN— M OMUBET A MERR AT Z Al 4EERBE T R EIER B TIRIZR.

NEERFREZITEAR, XNE—MES, BRNBTEMZTIG—TEE, PBLAMTEERRAANRESE, S
BEMANRNE R ERUET IR EBUT G, MAKA, BEMIZ-FHETEI, AIERIZMER AT AE
ARABEAREMNIIGEHE, RBERMIGFNRE, a8 THES BTV ER REHERHIERIR.
i BERT #i{EMA T 13GB (3.3B token) MIEUEHITINIIZR, XBBRTELS NLP KiRE— MREEXRIEIREME

J4

BRE, 13GB NIIGEIERS1L BERT AR T e RS IE? MREANEMEZTNGER, SERINHA—TIE
sEAREUMERE? EZRY, BERT FMEAMTIIIGES. GBS HESERMA? RoBERTa NG,

(1) fift—: K NSP FlIZRIESS

ROBERTa HJ#EHIZ2) 5 BERT 52—, thai@{FEA T BERT-large (24/2 Encoder Layer, 1024 MR Z4E,
BSEE 340M) WRESE, EMAES L, BFERE NSP ESH T eERRSEE ERE, RAEKXIEER, N
ANEFONGRHAEE THRESHANPES R, BEESHRAEBR. RoBERTa igE& 7 U LH4A:

1. EXSE193RY MLM + NSP: BERT [RIAFTUINIGES, MAR—NRE, 8TRBREEZNGF, KEE Nsp E5;
2. XAESIMER MLM + NSP: — TRAME—NEF, BEIIBA batch RMEBEANIAE] token FH[E];

3. BENHEAY MLM: KIE NSP ES, —THANM— IS I XEPEERENTEGF, MERARIRAKE
(512) , AIEE—THRASEEZ XM,

4. BXHEH) MoM: £ Nsp £55, BIREI—TMRARBMN—TXEPRE, EHFEEEIEKX batch RHRIBHANAAEZ]
token Z[E

SCIGLE I, ERASENTRIMA, BB MM B T ES EAUEEEER(E, FHitk, RoBERTa &
INEFEET NSP, B{ER MLM {£5.

[EfY, ROBERTa 3 MLM {ESAGMME T, £ BERT 1, Mask fIR{ERTELIBLIBAIMERSTRM, FLLE
HAFRINZRES R —1 sample 5FUNAY <Mask> S —EAHY. BT BERT HillZT 40 4 Epoch, A{EREIRI)IZREL
EEMIZ, BERT ISEWEWIT 7 IRBEN Mask, a2 101 Epoch REIGNEIER T2 —HN., ™

ROBERTa 4§ Mask #EIEI T4 Ex, tBMEsSERREE, MMiLE—1 Epoch BIIZREIE Mask R E#R
A8, EXRF, HSERNARMBONBATHRSER, EHATHTERESR. 5T, FEMME



SEAHER T HSERR

(2) ML= BEXRBERIFIIZERMIINIZGDS K

ROBERTa 1A T B ARSI EBER TS, Bz BERT F{EMAAY BookCorpus MESCAE BRI, TERA
T CC-NEWS (CommonCrawl #EEFEFUHAITREEL) . OPENWEBTEXT (XM TI) . STORIES
(CommonCraw!| BIBEMENIETE) , Hit 160GB B9EIE, +&F BERT,

[EfY, RoBERTa iANNE AR batch size BERILARSMIRE, HAIMESESER TR, FELb, SLI0TE 8K Y
batch size (3Jtt BERT B9 batch size 9 256) TFilllZk 31K Step, thatE 24k token 050 BERT —#£2 3.3B
B, WEUMBEREYF, MIMIERR T K batch size RN, 7ELLEA E, RoBERTa —#3)I457T 500K Step (A& 661
Epoch) ., [EAY, RoBERTa A~NE XM BERT 7£ 256 KE _L#ITREDIILETE 512 KE LRGSR, e
SEE 512 KE E#1TIIE.

LR, EAMTGEE. EROFIIKENESZMIIEZ Epoch, BEMIIGMEREZMNEHRR, JIEG—T
RoBERTa, Meta {£A7T 1024 2 V100 (32GB £7F) &4 T—XK.

(3) ffE=: EXM bpe 7R

5 BERT {#F3#9 WordPiece EiEA[E, RoBERTa {£MH 7T BPE fE Tokenizer BY4Ri32KHES, BPE, E Byte Pair
Encoding, FWIYREE, FIEUFEAXNEANDIFNEM, FIg0, 3F“Hello World"XaiE, RIgERTIH N Hel, lo,
Wor, [d"IOMF1E3, M FUFAEREMGNPR, —RRIJIBBFTIRIDHITD . G0, £ UTF-8 FHiA,
"B mISN"E68891", BBATE BPE FREIREM ST A "E68”, “891"FFIFX,

—RgRi%, BPE fRISRUTFHMA, RWIBPRMLF, SR, BT Embedding BHMRZIE token MizEE =8]RS ZFRTE
Z[E] (thFEiEi Embedding BIAZIRA (vocab_size, hidden_size), #AKIEARSHRERSEAIIEHD,

BERT JR8AY BPE @& A/\9 30K, RoBERTa % 7T 50K A/NRIER MR EL AR AE

B R =188 R9ifE, RoBERTa piINith#E BERT ZRAaVEM LRIFT T 21 T#ESSEI SOTA, th—EA
BERT REEIZIATHIFNINISAEEL, @AY, RoBERTa RURKINtEIERR T ERMIFNINGEUE. EAMNMINGT KNEE
BEX, XthZ LLM EEREMZ—,

3.1.3 ALBERT

7£ BERT R9ERti £, RoBERTa #—#iR%R 7T EAFMEININGRIER. EFERET BERT 22494 1T1LAY ALBERT &
B MMEEEBR/IVERSHRIFEAGENNAERA TRR., BN EEEMHITIHAHIT NSP FlZES
PTG, ALBERT BINiIATE/ ISR S E(SCIN T #2i#8 BERT BYBEH . B4R ALBERT AR HA9—LEpi BAEFHS
BEREMAPEZRA, EEHBEERSHI SRR L ARTIZES SOP AT NLP UFiRM T EEN

(1) fft—: 3% Embedding SE# 1T R

BERT EFFI AR L AR IR BERMEMBNSEZE, WHIFTA, BERT-large AHF 24/ Encoder Layer, 1024 iy
[EEEREE, SESHEBIA 340M, THXER, Embedding BRSEUEREER V « H, LRV RIFRAN
30K, HEBIREREZEA/N 1024, WHZE Embedding BSEUAZIT 30M, MXFENIRER ST RK—TEARAG
&, Bl Google RREAEEER (WMERBELAEEAX) MWEREN LI, RERBHEENILZINSTR
Embedding ESHME X LFH, MRIERBEHEIZMNE| 2048, Embedding ESHM AR 61M, XTLRZ
AL T EE I BT



MMB—1BEZE, Embedding B¥HAIREZHNIIIA token BIMERERT, M Word2Vec RIRLINEZ TN
&, ZMPREATTERANLEE, Word2Vec {R{EMT 1004EA/NMEF T RIFIIMR, Ft, Embedding
Brmb i rEENRBEA N,

b, ALBERT 33 Embedding BRIZEER 1T T 2%, ik Embedding EHV L EERRZEERELS, B
27 Embedding BRIEEIMAN— LB HITHET R, ALBERTIRE T Embedding BAIMIE N 128, Eit
£ Embedding EEEMAT —1 128 * 1024 B9 451G Embedding ERVLE BAERIREREAD. Bl
&, Embedding BHZEHMV « HIRERT V+« E+ Ex H, 3 ERNAKNNF HE, ZHEY
Embedding B EHIMAMRIRAE.

(2) fit=: BEHITSHHE

BT XS BERT BISE0#1T 947, ALBERT ZRIMEZ D Encoder ERSHMEMEE—HIVIER. BTF 24 Encoder B
HETEARRERISE, Eit, ALBERTi2E, ALAILE Encoder BRHEERSH, TR/ MERNSHE,

EERSEI F, HSCHE2E ALBERT {(X#)881t T — Encoder B, EitEETER, MASMHIT 24RTE, BEE—

RITBEHE R T IX— Encoder B, HLt, |ARZ 247 Encoder itHEHIEEL, {ERE—Z Encoder 2%, M

AABRETRESHE, EXHENERT, MAMEAEEMT KREBHEE, TN TERESHEF/NAE

BY, ALBERT @ 3LIQIEER, 1HIRT 334M By BERT, [E#F& 24/ Encoder [BXS [R5 E/E4EE 129 2048 #Y ALBERT
(xlarge HrA) {XF\ 59M WS E, BEEFIR EEEEMT BERT,

BR, LRMAERAMAREERNTERESHEHETRRS TREMR, EEFEERENTE. 2 ALBERT /Y
SHEin/NT BERT, BIIFHERAAMHMT BERT, RNEEENRER, EATEHRENE, EBITENNAR
#3d 24)R Encoder Layer BItE, Wil IIZM#EIERANEERR BERT A2 E 8, XtE ALBERT R&I%HE
B BERT W—TEERE,

(3) 1fift=: 1R SOP FRilZKIESS

LT RoBERTa, ALBERT thE#iAA NSP ESEFTEE, AEMIIZGRITENREMRNEFFHREZZMW, B
ZETF RoBERTa i&#FEH#EZEKIE NSP, ALBERT o NSP, IBMNEMRE, RMAMKREFRIIS.

LRI NSP £330, IEFIRAMMESSFARNDY, muflilEMERMRESAERMELGY, REF
MRE SithFRTIE RG], FHAERFMFSIREIEN, M SOP ESREMCUEE, EFIEFEEMMNELTFAH
B, (BREIZR/RXM IR RIHR, MR, RENMBDNEMITOFZENIR, BEEFIHIIFIR, X
BERUAKRIRTT T IEZRRORERE . a0, RETHAE LSRR LRI NSP (ESSHIRBI, SOP ESSRIRAFIFAN:

BN

Sentence A: I love you.

Sentence B: Because you are wonderful.
Hd

1 (IE#&Z)

B
Sentence A! Because you are wonderful.
Sentence B: I love you.

Bt
0 (fAREZ)

ALBERT @I SLA0IERR, SOP FRIZMESWREMRB EERT+. (£A MLM + SOP FRilll ZrRAVR B R A T ER
MLM FRillZrrOR B E L T MLM + NSP Fill)I| ZRa9tEE,



B R =R, ALBERT BINMINE/NNSENSLI T EIRAVIERE, SARATHREMTRAIG, HEBERRER
BREI T RERA—F KR, BITEERMNREX—BRINANRSERANREEH T SEME.,

TERFUNIZRATCAI NLP £, BERT & BERT RIZEEZ N NLP ESZ EMETIREEENAE. BRELXNAT
9 ROBERTa, ALBERT 4b, THUFSMEMESAEX BERT #TMAMNGEZS, BF#H—FS X TIIGES
#9 ERNIE. ¥F BERT #1T2%18A9/J\VEE! DistilBERT. FITZIBEESZHIXLM &, A ABE——FR, A BERT ~
R EZRAY Encoder-Only Z2¥9H3E Transformer BOME—ZZHM, TR, BHITEN A Transformer B3 —FERZE

), S5[RiA Transformer EAAML. A T5 I KA Encoder-Decoder 2244,

3.2 Encoder-Decoder PLM

ELE—T, F1FE3 T Encoder-Only EMRIRE, FENLE T BERT AREIZN ., Tl ESHT THESHA.

BERT @— &7 Transformer #J Encoder-Only 22!, @3 FuillZESS MLM F1 NSP 3R 3 AR EIE X &k

R, NMETHESTERETHENIMEE, B2, BERT hiEE—LE@ &, il MLM EESH THESHIENA—
M, URTEMIBEBTEEN) G KENBAZFOM, H7THRRXLERRM, HRENREL T Encoder-Decoder &
B, J®I5|N Decoder Zi kiR IX LD, FEHEAH NLP sk 7 BB AE.

EATH, BA1EF ) Encoder-Decoder ZEMAIRRL, EENR T5 ARBZZMAFNGES, Uk TS5 REEHR
REHR NLP K—52%8,

3.21T5

T5 (Text-To-Text Transfer Transformer) ZH Google IR E—FINIGIESER, BITIEFRE NLP 54—

RINPNARRN AR FEIRER, KAEMA T EEZITRESLAE, TS5 EF Transformer 2243, S&2Y%RB2RTMEN
BETE D, FRABFENNAMZLITNBIREBOBXR, FIRAENUERBLERFIIFNUEESR, HF
EBEREERIREEMEH—T B,

T5 WAR—ZBRBAER NLP ESUXEDE, [@F. BiFSFR—RTABMASAI G L XANER, X5
BT ERIRT SEHAEMIGIRE, B8 7TERENZAENNNER, BIXMRE-LEAR, T5MUBRD TE
SYEMNREIENN TIF, TR (EMERNEUELIEMIIZELR, WMAMR T ZESFIRVIEEMN BrERE
M. BETIRBITESMRREN, FONGESTNA—RBB=1"FERNEA T5 RE,

(1) #&RIZEH): Encoder-Decoder

BERT X8 Y Encoder-Only 4544, RBERIBEIE; M GPT KAT Decoder-Only 451, REEMBIBERITD.
T5 MIZRFAT Encoder-Decoder 2514, HA L3 fEIEsS42E T Transformer 2819181t , YmiZs AT IER
AXAR, BBRATAERBESAR, wBRMELDS ZEEDEIRNNFHTEERE, MmTHHEASIAZ NS
XA, HEBEMNE3. 7K.



Tokeninzer %
DecoderLayer

hidden_states input_ids

EncoderlLayer

T5 model Embedding  l€—
=N o

Attention

hidden_states

Attention

LayerFF

hidden_states

\ 4
EncoderlLayer

v
v o
EncoderLayer

=)

hidden_states

hidden_states

Attention

EncoderLayers

DecoderLayers

LayerFF

hidden_states

v
’ - hidden_states
Attention

[query_state] [ key_state ] [value_state ]

hidden_states

attention_weight

(
position_bias

softmax

hidden_states

hidden_state

[E3.7 TS {R B

SIE3.8FTR, MERRE TS RURELLEHIEIHE Tokenizer B3 #0 Transformer 873, Tokenizer Bl EE 0TG4
AXFEERAER A RZNMAEN, BE01E. RiZFRE. Transformer #823 X %% EncoderLayers ]
DecoderLayers a5, {159 BIEH—1T\8 BlockéEm, B Block B& 7 ZFENME . BlIRBEM KR
Norm /&. Block BRIt ATLMERELE R E, GRS DMRIEESHNE KR EIESEA/NFIFE Block
HEENEL,



Tokeninzer 285>

T5 model [ Embedding

Y
[ hidden_states

l

EncoderLayers P ¢

l

DecoderLayers

DecoderLayer

DecoderLayer
f ;

EncoderLayer

==

Y
hidden_states ]

3.8 T5 fREU (K454

T5 #8849 Encoder # Decoder ZHEZETF Transformer 2249181180, FEEIE Self-Attention FIBT R W
EFRTEN, Self-Attention BFHIRMARIIFNEBREIXR, BIIRHEME R TOBFENIELETIR,

#1 Encoder A"—#HIZ, 7£ Decoder PR EIE T Encoder-Decoder Attention 4543, TR AF@mEFIIZ

BIRIREIR R, XFF Attention &L F=E—N, RBEMUERBT Mask HlHl L BRAE., 20E3.9FR,
Encoder ] Decoder &0 -



EncoderLayer DecoderLayer

. N .

hidden_states hidden_states

Attention ' ' Attention

hidden_states

hidden_states

LayerFF LayerNorm

Attention

\4
hidden_states

' '
' '
' '
[l I
\ ‘.
. .
~. .

LayerFF

hidden_states

[&]3.9 Encoder #] Decoder

T5 B9 Self-Attention #l#F] BERT #9 Attention #l#IE—1Hy, #FEET Self-Attention H#HiZiTEY, Self-
Attention HlElE—MERKMXRER L E, BEIHE Query. Key # Value Z [BIFEINE IR R FIRH
ERHIXA. Encoder-Decoder Attention {YXTERIEFRIZF] Mask HHl L BAAR, EEENTXOoBANSE
HE5, WE3.10FFR, Self-Attention Z5#a07T:



Attentlon

hidden_states

query state ‘ key state value _state

attention_weight

position_bias

softmax
——

matmal

dropout

hidden_state

[£]3.10 Self-Attention 4544

554 Transformer #&EAR[E], T5 #EEFLayerNorm 7T RMSNorm, BIitESMHE T AR (Root
Mean Square) R)3—tE N EEEAEIEE. RMSNorm IS8 E 5 Layer Normalization HHEEE R &, REF
—NEIESH, AUEFHEN AERESTEIES. RMSNormEREAIAR U THEAR TR

i

RMSNorm(z) = -y (1)
\/% PIRE R

Heh:
o 2 BEABRNE i T
o v EEUSIHEISH
. n EHRABROAENE
o cR—MNEN, BTHERTE CUEREUSHIER)
B T BT RN ENME R ATEE A RRES IR, REAEESRORES G
B,

(2) FUNZRIESS



TS5 REFIAESE— T RBNAME D, EEEREEREIFEFEMNESRT, B RNENITNUERE
RS R PRIERREEM THES . GFRERNBEER — T AMBENXAIIESR, 827 EMEFNXXARE
1’ MAEETR. fE. PEES. SRS IWEHNAER, £ THETII%N750GB fEiES C4, BE#XE
TensorflowData &,

BATRT AT SBMEIE— T T5 BOTRIZRESS, EEREUT/LTED:

o FIIZR{ESS: TSIRBLAITI)IZRES 2 MLM, BFRABERT-styleBin., BEANRINR, METEBRNSARA LK
15%#Jtoken, AFIHRBFUNXLEHERRAItoken, XM EEAFEINE, FAIUNEARERTIRIX A LB

7.
o BNRRIV FUIZRES, TSIFMAXARIERA" XAZIAR "B, HTF—TEENXAERFT, FEEE—L
tokeni#1TiEMR, HRUFIRII SIS (token)Bik, AERKBEREItokenFIENRELAYH L B4R,

o FRIIIZREVESE: TS R T B S EIEBIAFEEIEE "Colossal Clean Crawled Corpus"(C4), 1ZEUWEEM
Common CrawlHigEN T KEF/FHNRIEX AR, CAIEEALT T —ENER, ERTIEEXNHXE, EEX
rE,

o ZESHIIL: T5 ERH T RHSMESRESE—RATINEG, MANZRMOMIMES ., XBEETRE
FIERANIESRT.

o TIZEIRIEREEIR: FlZRemfE, TSRERE TFES L#TMIE, fUEN, SEEESHENSESLE
HATUIER, FIRIBESHRERDRE,

BT AMETNSR, THORBEBEIFNFEMESAIR, HRGERMMESRTEN, ESTNPESLERE TR
FAUMERE, FUNARTSRINMXEBREREZ —.

(3) X—45BE

TSEREHN—TMZOEZ R A—5BR", BIFAEMN NLP ESH A MA—ANARINANES, X—BRBEBRIES
RGUFAERITAIZN, HIRITIEZIZEMETRERENONLPES (XA DE, BiF. XAKLEM. BEF) %
BA—TH—EN: MANEL BRI,

Bign:
o WFXADHEMES, MAFUR cdassify: X2—MREFNF R, WER EE"
o JWFENFES, WMATILAR translate English to French: How are you?”, it Z“Comment ¢a va?”,

TSRI AR AERTFHTIONG, RAREEMES E#ITHIE. X—JE5BERT. GPTHEEE, (BT
FNIZRANHIEMN EREVES R —ANAZIXANAN, EEESTMES LAENMEER,

BATRTAEE E3.11, EMEVMHIER T5 .A—5EBE:

["translate English to German: That is good."

[ "cola sentence: The

"Das ist gut."]
course is jumping well."

"not acceptable"]

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"six people hospitalized after ]

dispatched emergency crews tuesday to a storm in attala county.”

survey the damage after an onslaught
of severe weather in mississippi..”

[ "summarize: state authorities




E3.11 T5 (R—4 818

XFARBRINLPES, SXBARTSNLE—MESERBIS, BRIEE SESNER, XRXEEMEEEFII
HMERF IR ARMES 2 BBAYHE, tETEMBAMEBREN BEAES. flu, BRI UE
“summarize: "AFHEES, Z“translate English to German: "BAFEIRFS.

TSHIAR—RBRELEMBNLPES R —AXAREIANEN, B TESLIERE, 188 7 ERAEAMENIEN
. X—BRRMUHN T BRESLERANRE, LAZRNARHE T ENEENSHIBRL R,

3.3 Decoder-Only PLM

FERIFTIR, BN BHHEE T B Transformer & RMRAFMFIERIZEM)——IA BERT R FRAEY Encoder-Only &5
FA T5 AKFM Encoder-Decoder &8, A, REMARIMUEN, BRT LARBMZEN, BAIUE—FIEEIZEH
——Decoder-Only, BIR{#F Decoder #E&MAAIEE,

EX F, Decoder-Only #iZ2BRIAXE LLM BYERZEHE, BRIAERN LLM EZA£E Decoder-Only 1&EY
(RWKV. Mamba Z3E Transformer Z2#3f&4h) . M51& LLM #EI#9 ChatGPT, IE2 Decoder-Only RFIAH
FIEE GPT RIEBI R ZE, MBEBITEATE LLM EARZEME LLaMA {28!, th1F 27 GPT RURREEI LA EAl
EttERmR, Eib, EATH, BNERIFMAD T Decoder-Only RFRIER GPT HIRIE, MR, B
KARNEBRINERE LLM, 2ENNSS. 158, S8 2ZHIX Transformer RIIEAMRER o4, FEHK
FANERBIATHFFEE. HIANR AGI HEZEEH LLM BUE—FH 5 MESE PLM L EMRE,

B, IBNFEIITH LM HFRXRRKEE ——H OpenAl ZFHRY GPT,

3.3.1 GPT

GPT, Bl Generative Pre-Training Language Model, 2H OpenAl FIPATF 2018 FE LK HRIFINGIESER, B4
FHREBIAF] BERT fEATRIZHESREANR, (BB IR DTS- AR B BREHESE GPT, GPT
RETEAMIIGOHRS, BMEESEXREER EMlLgk, #MESMIEES LEITME, MMmEIHXLEE
SNERWE. BATERMZY), BT HEERETAXELMH BERT, JZeEEUSEMMEMSR, tIZEEIL GPT ffE
FA#Y Decoder-Only ZE# B} 02 REARBIER, 18 OpenAl FIRA R EHIEIR T RBTY ATRIZFEIE. 1EINEES
8, 7 GPT Z2M9 ERBRfifh, RARTE 2020 &9 GPT-3 BHL T LLM BIXE9ERY, FHIA GPT-3 AEFEERIAY
ChatGPT RINFTHFRETAIAIT, A LLM RN R EREFE L EEINEARS.

ATEIA GPT A6, DBIMERZEN . FIZES . GPT RIERNARHREE="HERADT GPT REKX
#9 Decoder-Only f&2Y, FH#H—F5[HHRINER LLM Z2H——LLaMA,

(1) t&EZE4g——Decoder Only



Text —>  tokenizer input_ids g ) ( )Y
‘ — ‘ hidden_states H residual / I—_‘ hidden_states }_1
Layer Norm P 7N
/ | i | queny_states | { Key_states } value _states |

<>

" attention_weight ‘

1 e

; I — Attention
: ‘Posmonal Embedding
GPT model R 2
- , | hidden_states

{ | nidden_states ‘ s .

/ ; ‘DecoderLayer

Decoder H ‘ ‘

Layer Norm

IS p—— -
‘ 41;\ ‘ DecoderLayer ‘ ‘ o -
{ | nidden_states | S { hidden_siates | —» s dl‘m\ | #
| | ‘ soft_max ‘

:
i

Linear me |
i ‘ matmul F—/
output l
AAAAAAAAAAAAAAAA ‘ attention_out
hidden_states | 0 M el ...

[ Conv1D |

[ o |

[®]3.12 GPT & EI4EH

ME3.127] AEE, GPT MEMREMF BERT 28 —LRMA, RZBRT BERT 8 Encoder, EIFERT
Decoder #HTIRBIEMRIHES . HTF Decoder-Only M REBERFXAEMES, FAIUBERTEWLSE NLU
£531%31#9 BERT, GPT 1 T5 f9BERILKITERE T NLG 57 Seq2Seq F55, @, MF—1TBEAIBS XA
BN, St tokenizer H1THEH KM AN NIFHESH input_ids,

AR input_ids B 55iBY Embedding B, B41Y Positional Embedding #1TI &R, AT BERT i&iZTH
NEHENEEIEBRENNMNERE, GPTEAT Transformer BI2Z2 8 Sinusoidal (LB ZRAS, EN@E =AREHTHEIT
B, WOEMABEER, BSEBIEEIUSEE & Transformer EE A TIRIEET,

it Embedding Z# Positional Embedding E4st8AY hidden_states Z /5, #eILA#NZfRIDES

(Decoder) , 55— GPT &RELFRYA Transformer &REEUE, &IF T 12EMRE8E=, BSEHEGESS F‘E’JV\];.B
BT Transformer [R5 Decoder BHIXUEEE1RIT, GPT B Decoder ERMER Encoder B—=. BT
HB7A Encoder H4RAEHIN, Decoder B{UREB 7T —MFEIBAIVEENE, #FBIE LayerNorm EM Transformer
RN EZEREI T ERNEZE]. hidden_states %\ Decoder B2 G, &7ti#1T LayerNorm, B#H1TH#S
FEERNITE, RAEETHREEEMB—IR LayerNorm i#AE| MLP A HERIREH L.

BT 1127t Encoder 4RIZ4ER, Decoder EHMBIEIENHEREENITE., WIMEXN—THAR
hidden_states, SBI=""SHEERER query. key # value, TIABZ1% Transformer #F#Y Decoder FFHE
H Encoder BB ER key # value, FEAEEHITEIZNF BERT £, RREITESEIIENINEZRE, B
RO FERE IER T AR FK token RYEENMNE, MMREIE—1 token REEXRIEZEIE Z AT token FEE S, KL
MEBEEEENITE,



BI—PEM ENXBIETF, GPT B MLP BIRERFLMEERIFITIHERE, MEIEE TR —HERZKIR
B, 7Y, MERLIRXMEZEE AKX, @Z N 1 Decoder EfGH hidden_states Frf5 4339 £ 14 45 FE AR
HENEAREE, ol UNELRERIESH token, MMEREKNINBEHRFTI.

(2) FIZES——CLM

Decoder-Only FEREMFEEEE T XALEMES, Eib, Decoder-Only HEEFEFERE T REFBREREN
Pl ES—RRIESHRE, Casual Language Model, T&E#R CLM,

CLM ATLAEE N-gram IBE RN — 1 EEY E. N-gram iB5EEZETHI N 1 token RFUIT— token,
CLM MZEF—1BRESFIINRIEFMA token I F—" token, BINMIEEIZIERIIBIRAF
SIRNER. 2R, (M 2—1M2HERR. fIal, CLM BMAMRERTE:

input: SKKS
output: SKRRKSERE

input: SRKRSR
output: SRKXEMRLF

Eit, NF—THABRFIIRERN 256, HAGFRLFETHER 256 BIESS, REZTUIRIERT 256 1 token,
2571 token (BTN SRAIE—1 token) ... #1T 256 RITE, REER—TFIIKEN 512 BHIEX
AR, XTHHICART 256 1 token FEA, J5 256 4 token M B A THAIFAIR R

ERIERHANRY, BERT ZFTARIARBIRNAHMIEASEREBGEARRE, EERRNEEFAN MLM, NSP BJM7E
BELREEN LERIIG—MRIAE, (M BEERNTNINGES, EREMAZBEBERES XAIIR
ARG, WANTHISERLER, 85T MM ESENER, IMNERTERES XA LERNA, Fit, (LM
A MEREER B RESIEREIT AR

(3) GPT RIRBIAR

B GPT-1 #H iR, OpenAl —EH'Z{Z Decoder-Only RO B EMFRE RN IE "B REE, TR AF0)IZRE
EE. BEASHGERME —ENWRAETEIE, KARBIRREREANTIGER, M BERT EHIA9 GPT-1,
AR B5IERBBXRITN GPT-2, BEIHA TIRIEESN . FRARENKH GPT-3, &EHR T B
ChatGPT, OpenAl BT+ ErE IR 7 HRRNIERM.

TRELET M GPT-1 2 GPT-3 BRI . FIZRERI A/ NI :

f=a Decoder Layer Hidden_size EEHLE EENEE BEEHE FilgRER
GPT-1 12 3072 12 768 0.12B 5GB
GPT-2 48 6400 25 1600 1.5B 40GB
GPT-3 96 49152 96 12288 175B 570GB

GPT-1 2 GPT RIIMFLLZE, hEE—MER Decoder-Only BIFRIIZIEER!, (B2, GPT-1 HIIEEMKREFFI
SEUEERD, B T (RS Transformer BRRELEEYY, {EM7T 12/2 Decoder Block #l 768 g EE4EE, EiS
¥EINAE 1.1712 (0.12B) , TEA/)\J 5GB Y BooksCorpus 4EE FIMilZEE], AIAEZI, GPT-1 ISEHNE
S5¥0)IIZ:FEF BERT-base @ AEEZM, BHERIMBIRT BERT-base ZIBAAM, XtBE GPT RIMEEZEER
AT FESEE AR RERE,



GPT-2 N2 OpenAl 7£ GPT-1 EM EH#H— T RAMINGKESEE ZESZZIENNTY, GPT-2 R AL

GPT-1 KEEY, REV ATHEESHEIE. ¥5 Post-Norm BT Pre-Norm (Bt 256147 LayerNorm i+&,

BHANIENEITE) . XERDIZOERET, BTEREFEHEMN. ASEX, BEHERNEENR DA
N, AT EEEBEEREN EREMHT TN,

GPT-2 9RO B R AIRIEN T TR 8RR ELRE ., GPT-2 89 Decoder Block BEUAZIT48 ((FE, GPT-2
HES T OMASAER, RIS RARN GPT-2 #HE) |, RERAEIAZIT 1600, REEEKSHEX
1512 (1.5B) , {£F 7T BB 40GB A\ WebText #UEEHITINIIZ, & RRILEMIEZTIIZA/NED
BET 11— THER,

GPT-2 9B — 1N EARKZEN zero-shot (FHFAES]) AEZER, UMEAIREMTHE, BIRERELRE
RIESS, B, AEESNTIG-FETCNF, BIEBR—T0EE, —REBERE/LE L TFNINIGES, EXE
WA _ERUEFIZRIE SRR STIZOMAVERIR . T zero-shot NSRIFAMEREMIIZFSR, HEEEIEEII
FRIESRBERRESRARRIZEE, zero-shot BEBARAZLEMIG-HFEAER—F. BEERBREST
i, B27E GPT-2 BB, RELBENETR BIEIZIWIFAY zero-shot R, FEARKEER, zero-shot REFEfHH
B9 few-shot (DMEARZEY]) ZFFHAZRHLAER.

GPT-3 NIRE#H—FRIR T OpenAl" H KBS ¥ 'A% 0OEE, tE LLM BFFEIZIF, 7 GPT-2 &t L, OpenAl
H—BIBKTREFRSMNIIGEIEE, BASHEA 1758, BHZLIRNABIEES&RE, EREEEMLE, &
RRERNE, RRATEARNREFEERTHRAEEDNSRBRAEREREDNG . EF0IGSEL, W
Z2AM CC. WebText, fEEMFRENENERRSE, HRFET 45T, iFikfa 570GB (UEiE, RIEHE,
GPT-3 F5E7E 10245k A100 (80GB £77) MO fzUIIZER LIIZ 11 R,

ZFRBAE GPT-3 2 LLM A Bl ZfE, BRERERWASTER T RIMENNOES, BETHIRET few-shot #Y
EERBM, few-shot Z7E zero-shot EAIEH, ARERKIMENER 175B A/\HY GPT-3, 18 zero-shot LEXS
RIFNRIDAR—HRAEERNEE, M few-shot @3 zero-shot II—NHrH, B7ERHLLEE/ MERIREIR
BEETHIES. few-shot —MERT7E prompt (BFLEIEEAOEN) RGN 3~51 B, RESENEEIREE, HIan,
NF RS EES:

zero-shot: HR¥IH XRER—MEENIS NWIFREEAERAME, MREEG, @MH1; SMHELO

few-shot: BHIRFMT XEZ—TEENIS NBRIEE@TEZ NG, MREER, MWl SWHEL, (RRAIMSZER
TRBISRFIRT: REORIMIFEGF —1; KERET —0; ‘ER—TIFER —1,

WIS AEER M/ D ERA], BETIUESIRIFT zero-shot IRIFRIM, few-shot RN ETFTXHS (In-
context Learning) , BIIEAEEYMIRHAY E XX HIIRBIE S S RIRAARIR A, GPT-3 1 few-shot ERINAYSER
KEES, A NLP IRFRTEEHRE., RN TERIDESE T OB AREIE 3~5 M RFIREET IR R

R, HRRE TS TESANTIIG-FIETER, ERE NLP fOM—5 Z N AN T RE——MiX, tHiEE LLM #tZ
IMAEEE,

7 GPT RIIERIGERE |, @I SIAFTUNZG-ES M- AL RFEBEZEIN=MERIIZ, OpenAl &% T EERTLHY
ChatGPT, 3|& 7T KERRIE, thiF27F GPT-3 & ChatGPT WEM E, LLaMA. ChatGLM SR & #riE—
H/RT LLIM KRB, £ F—1, HITERASRER LLM B9EEZRH——LLaMA,

3.3.2LLaMA

LLaMAIRESZ HiMeta (HjFacebook) FARI—RIIREFMNZESRE . MLLaMA-12]LLaMA-3, LLaMAR5IE
BRI T ANURTI 0B SR ER ER R AN RPN EZE .

(1) #&BUZEH)——Decoder Only



5GPTRIIEE—H¥, LLaMAREItE R E FDecoder-OnlyZRiRFHIIFIESIEE, LLaMAKRIFIE(RZEM 5 GPT
RIMREIRAY, REERBEEININIGBIES EEMAE., WE3.13Z2LLaMARRRZRMREE:

[ hidden_states H residual hidden_states attention_mask

‘ LlamaRMSNorm query_ siates value states ‘

apply_rotary_pos_emb

.| query_states
|

Tokeninzer &85

Attention

hidden_states

/ DecoderLayer
DecoderLayers
DeooderLayer

‘ hidden_states

hidden_states

[ hidden_states H\ residual J

‘ LlamaRMSNorm

attention_weight

e - \ |

{ gate_proj J [ up_proj J soft_max
N |
| act_fn ‘ L malmi 4(—
O T
attention_out

out_down_proj

[E3.13 LLaMA-3 &R ZE#g

5GPT#AU, LLaMAEEFILME TR I T MA XA @ T tokenizeri# 1 T4RIE, HARN—RTIMinput_ids, iXLE
input_ids 2SRV EENSIBARFNAMEREURE R, T8, Xiinput_idseRidembeddingEaitie, XBEESD
input_id=#MEIEI— e EFPNEE, BEaE. BN, BAXARNMEESa@idpositional
embeddingE4miE, MAMRRIEILEEHZIEFRERE LT ER.

X#£, input_ids&i¥embeddingEFpositional embedding B84 S, A2 T hidden_states, hidden_states&l
STHMANXAHENINMEEE, 2EAHTEELENER, hidden_statesf/E#H N ZIEE N decoder B,

ftdecoderZ™H, hidden_statesRZH—RTIALE, XLELMERZ MM decoder blockéBR, B~ decoder block
BB OE R ER 7 bﬂ]ﬁfil‘hldden _statesHITR AN D ¥HR, EB M decoder blockWEh, Eite
— P masked self-attentionE, FEXTEH, BEESSHITEquery. keyflvalueX=1EE, XE@RERBET
hidden_statesZ M THREEIH, ENBITEIENNENEM . AEEBsoftmaxkiitEattention score, X
TORMT AEME Z B XEXEE, Bidattention score, {REVBEGSIHEEEMHRNAN, NIZLEFARME
AUhidden_statesZARIXiE, ARG, &ESvalue@ESattention scoretBFE, BRIMINEAIvalue, XFiE
attentionfY4E R

fE5Eimasked self-attention B2 Zf&, hidden_statesE# AMLPE, XN ZERINES, REBIRITE2E
EEXhidden_statesi# T — T RIFFEIREN, SE— 12 &EEERKhidden Statesﬁﬂﬁhﬂ—/\qﬂlﬂéﬁ}g, AREBEH
TEREUATTIELL M TR, IENERRIELMEEN . F2 N2 EEENNSSIER /RIS ClRiaaThidden_states4
EO



=aE, Zid%Z " decoder blockfJ4t2, hidden_statesmBIT— & MEEHITRANILE, X MR MEENMEAERE
58REERE., X1, BRI MUREhdden_statesE B BinFINBERSf, BB REFSABRBEA
%, ERERZNEEREY, X—IRZEM T LLaMAE RS K514 B BE

(2) LLaMAEBIERGE
LLaMA-1 %51:

e MetaF2023F2H %% T LLaMA-1, &#57B. 13B. 30BFI65BIU NS ERRA,

o XUARRIERBINT tokenBYIER LHAT TG, HP&KAR65BSEIEEITE2,0485KA100 80G GPU L%k
TiE21K,

o LLaMA-1REFFRHEFMREEERREAN R X P RZIDHARER 7 —,
LLaMA-2 Z5I:

e 2023%F7H, Metak# TLLaMA-2, E157B. 13B. 34BF170BIUNSINEIRA, ST 34BH&ERSN, HYE
FiR .
o LLaMA-2I&50)|| ZRROIBRHT 382 T 2T token, FHISGHERIR) T XKEM2,048E05% T 4,096,
o SINTOHEBTWTFENNG (Grouped-Query Attention, GQA) FHiEAR,
LLaMA-3 Z5I:

e 2024F4H, Metak?h T LLaMA-3, E1¥ESBFI70BA NS E A, ERTIZEE400BAILLaMA-3REINEGS,

o LLaMA-3ZHFBKK XA, FHEA T RmIZEE 5HItokenizer, @& K/ H128K,

o {FATHBIT15T tokenfIFIIIZER, ELLaMA-2RI7E%,
LLaMARBE R A B ARBIFT . SSEARA . AIEFIGEINSRRMIRITMER, BERATIFMN7ZEHNBZAENS
HE, ENATRMENNEBER, LLaMA-1IAEFREFA S MEEERRZZI XM, MLLaMA-2F1LLaMA-33#—
TBISIADEBIFENNHFZIFERIXAHA, EERA TREMEEFNETEE., 1552LLaMA-3, BT X
FA128KiaZ&RA/IE Mtokenizerf15T tokenfIE AIIGEIE, T TESIESMZESHIE FNEHST,

MetaXfiE R 2 2 MMM R ZIFAFEXE, RELLaMABREFERARARLBNEE DS, RHSKEER
AU R IR

3.3.3 GLM

GLM RIEBZHREEFRNERPX LLM 22—, 8#E ChatGLM1, 2, 3%k GLM-4 RIIRE, BETIESIE
fe. ABERFSMNAGR, SESMPIOTEE AT SOTA 48k,

ChatGLM-6B & GLM RFBFLLZ/E, 2 2023FEARENFEHX LLM, hEREBREARETF GPT,
LLaMA B9MSSERIZEME LLM, B NHY LLM WARFHES, GLM BEFMSAESEAMNEAREN , ATEEE
AR GLM RINIWER, HANBEARETF GPT. LLaMA RFIEEAY IS AR B,

(1) RBEIZRH-1HY T GPT MERHIS1E

GLM RYIEHFETENREEN—FERESERERE, HiZOBREEES CLM )lIZ4MESEM L, A
MLM BA8, MmHE—NE NLG FINLU S L EERFRIMNSG—1EER,

BRI £, GLM 1 GPT KEEML, 192 Decoder-Only 9454, RBE=RMRMES:



1. {#F Post Norm fi3E Pre Norm, Post Norm RiEEHITIREERITEN, TX=MEEITE, BT
LayerNorm it+&; MZEMTF GPT. LLaMA SHERIER(EAT Pre Norm, WiE%#1T LayerNorm itE, B
HITIRZERITE, 18XMMES, Post Norm BFEREZEMIA—H, WSHENCHIBRERE, HMEER
EBRMLREL; Pre NormiBNTFRAANE—S oS HERNETEH, FTEENXEHSEFHTENMN, E
FRIARS IE BB B IRIES E MR R, ELtE, WTFEARKRERIRERIR, —HARIAN Pre Norm REE
4. 1B GLM iE3dRH, {#H Post Norm ATBAE R LLM BOEEEEIR (RATR LLM DAAERT Pre

Norm) ;

2. EABNEMEIINRE token BTN, TMAZ(ER MLP; XFHNEMEINERBENSERE, BIADTRE
BMENSHE, BEANSHERE TRELXE;

3. BUEREIM RelU AT GelUs, RelU REEZRRVAERE, HiOTEEEAERMR/NT ORERE, REAT
OMIfEHE; GelUs @A T ORIERIEHE, 7 — 1A EMEY, RIETHUEREBEMNELEmE, B
B—TERESY,

(2) FIZR{ESS-GLM

GLM Bz ORI S EEE T HIZEHM GLM (General Language Model, BHEIES#ER) 15, XtBE GLM A
FHE., GLM B2—MEE T BRBIERBMEEEBEIIESE. FMEERBER, EXthHE MLM BESE
SR, FEENSCAFBENLABRIELER tokens, EREEZSIIEMIBRAY tokens; FRIEEREIABIE, HIMEES
B9 CLM £33 B, B RERIRINF EREL tokens,

GLM BEMAA—TEEETRIERMESRKIM MM 5 CLM BRENES. EZOBRRE, [IF—TRARI, =
ELTF MLM —#38TRENA9IERS, (BEIARET MLM —H# 81 token, TRBIRIER—ES token; 1REY
AN, BREERERIOR LT XIONERE D, TEREDAXEFEMU CLM 8975 R e BOE R
tokens BTN, BI40, HMAFMLFTEER |

HIN: I <MASK> because you <MASK>

Wit <MASK> - love you; <MASK> - are a wonderful person

BT MM 5 CLM BRERES, BNEEEZE token A£RIEMEES, BBEREMBIEMRTAREZEIBAX
KRS XAMMEE 7TEREES . A GLM FUIAES LN GLM &E, E—ERE LRI T HBHEIF
£ BERT RRAURVLELIERE:



Table 1: Results on the SuperGLUE dev set.

Model ReCoRD COPA WSC RTE BoolQ WiC CB MultiRC Av
Fl1/Acc. Acc.  Acc. Acc. Acc.  Acc.  Fl/Acc. Fla/EM &
Pretrained on BookCorpus and Wikipedia
BERTgse 65.4/64.9 66.0 654 70.0 749 688 709/768 68.4/21.5 66.1
GLMBgase 73.5/72.8 71.0 721 71.2 770 647 89.5/85.7 72.1/26.1 70.7

BERTqrge 76.3/75.6 69.0 644 73.6 80.1 71.0 94.8/929 71.9/24.1 720
UniLMy gree 80.0/79.1 720 654 765 80.5 69.7 91.0/91.1 77.2/38.2 74.1

GLMLurge 81.7/81.1 76.0 81.7 740 82.1 685 96.1/94.6 77.1/36.3 77.0
GLMpge 80.2/79.6 77.0 788 76.2 798 63.6 97.3/96.4 74.6/32.1 75.7
GLMgen 80.7/80.2 77.0 79.8 79.1 80.8 704 94.6/93.7 769/36.1 76.8
GLMy10m 81.5/80.9 80.0 81.7 794 819 69.0 932/964 76.2/355 78.0
GLMs5m 82.3/81.7 85.0 81.7 79.1 81.3 694 950/964 77.2/350 78.8
Pretrained on larger corpora
T5Base 76.2/75.4 73.0 79.8 783 80.8 67.9 948/929 76.4/40.0 76.0
T5Large 85.7/85.0 78.0 84.6 84.8 843 716 96.4/98.2 809/46.6 81.2

BARTLyrge 88.3/87.8 60.0 654 845 843 69.0 90.5/929 81.8/48.0 76.0
RoBERTap ye 89.0/88.4 90.0 635 87.0 86.1 72.6 96.1/94.6 84.4/529 815
GLMRoBerTa  89.6/89.0 82.0 83.7 877 84.7 712 98.7/98.2 82.4/50.1 829

&]3.14 alt text

A, GLM I ESEZNMBEZRMATIGEENE, BA LM BE, $FXNFBAME. FEr0FI1
%, CLM RILLILE MLM B9f38, BRI EEMA. FONGRET K, CM FRllZEEIMNERAERE SR
Eig FthEe AR BH MLM JIZRREREEIAEES, AL, ChatGLM RIMEEDREE —RIEER T GLM B9
B, M ChatGLM2 18, BREVITESR (LM 2%, 24M LLM NBAELRKEZFRE, GLM MlIZE
SHFER—MEMNEE, BEEIBEIGNIZITE CLM 5 MM @i, HE—E~ETHRXFRNEREL LLM, H
BRINAFEBRANEEEX.

(3) GLM FKIRHIARRE

£ GLM &R (BEMFEFRREYE GLM 228 RFIZES N R EFTIIZER) REM £, £ ChatGPT AR BEHTT
SFT #1 RLHF, EigF 23F 3A K% 7 E—THXFHRE LLM ChatGLM-6B, AT RZHX LLM iR ENES,
ChatGLM-6B £ 1T &8 E#1TTlgk, X 2K ETXKE.

£ 23FE 6A, BiZEMARET ChatGLM2-6B, HHIF—, ChatGLM2 B L TXKEY BEI7T 32K, @I E AN
WEHAESEI T EB M BERMRIBERIE., A, 7£ ChatGLM2 AR, REVZZFMFEAREGYIT LLaMA 284, 5IA
MQA FEE AN, FUIZESHEETZEN CLM, BET GLM LS,

ChatGLM3-6B &% T 23%F 10R, AT _RAEEX. HF. #E, KBRS EERE T HF8 SOTA £
fE, BEREHALIRARENA ChatGLM3 ERELZM EEX —RIRBEEN, KREBNNAREZESHFLN
MRS . ERBHIIIGSENEMRHCINILEER. ChatGLM3 WS— M EENHETHH A FREERS K
oz, FRERUERERIRMN ChatGLM3 SR Agent Frk, BBEE[ ZMINBMNE.

2024F 1R, 8iBAH 7 xF 128K L X, BIFEZMEEN GLM-4 RIEE, TEEERXEE FIAET GPT-
4 HPKE, A, EEHAREETR GLM-4, MEFR T ERERRA GLM-4-9B &RE!, H7E 1T token IZIES
BREL#TMNG, ETXKRER 8K, HEMRS GLM-4 HENEENHEETEIIEG. TIlFTEERDNIE
M, HEB#T Llama-3-8B, Hx1F GLM-4 FFrE TERINEE,

E3.15RR 7 GLM RIVRBAERER FRORIVER:



Table 1: Performance of Open ChatGLM-6B, ChatGLM2-6B, ChatGLM3-6B, and GLM-4-9B.

Language Dataset ChatGLM-6B  ChatGLM2-6B  ChatGLM3-6B-Base = GLM-4-9B
(2023-03-14) (2023-06-25) (2023-10-27)  (2024-06-05)

GSMS8K 1.5 259 72.3 84.0

MATH 3.1 6.9 25.7 30.4

English BBH 0.0 29.2 66.1 76.3
MMLU 25.2 45.2 614 74.7

GPQA - - 26.8 343

HumanEval 0.0 9.8 58.5 70.1

BoolQ 51.8 79.0 87.9 89.6
CommonSenseQA 20.5 65.4 86.5 90.7

HellaSwag 30.4 57.0 79.7 82.6

PIQA 65.7 69.6 80.1 79.1

DROP 39 25.6 70.9 77.2

C-Eval 23.7 51.7 69.0 77.1

Chinese CMMLU 253 50.0 67.5 75.1
GAOKAO-Bench 26.8 46.4 67.3 74.5

C3 35.1 58.6 73.9 77.2

[E3.15 alt text
SEHEH
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FENE KIESER
4.1 +42 LLM

HERI=ZF, BIIMNLP WEXSEEFESHEL, NABT5IA NLP FlEATENZOBE——TENNGHS
Transformer 2243, BE& Transformer ZEMROtE= K, NLP SREE S 3 A\ F)l|4-15085E =, LA Transformer
REMAY. BIFUNGIRERAXARTENNTUINGESERELARS, 1§ NLP &S BESEHEHE T —
THNSE,

FEE20225F K ChatGPT B— Rml#T NLP B98EH EFR, KIESHEE! (Large Language Model, LLM) FIRIEZE
ZHIFNZIESHER! (Pre-trained Language Model, PLM) BA NLP ERAE, EF LLM WEHARTER
HIEERIFTE BERT &IHFARTIIG-HIEER, NLP HIELIISEX —REIRBRINTH ., M2022FKES, LLM
BEN ERRABIRIEN, BAEEARRHSEHRLF, EF LLMEES. NELEEFAR, FREAKERRK
HIEISK,

EFE=E, BIMERREMNAEL L, DBl T Encoder-Only. Encoder-Decoder #1 Decoder-Only =FH28
MTREEER L H)I4ERE, XEERENE LLM I ZaERIR AN ERE (0 BERT) , BHNIZ LLM
NRNESTHA, SB@AATLESE (Artificial General Intelligence, AGl) HBHZSE., B4, REMHLE
LLM, LLM FIESR PLM BIIZIODEREME, X2 ALHAENIN LLM BB N EHRIES BiRR?

TEARER, BITEES EXORBIZEMIHE, RADI LLM WEX . R kEEESH, MEEBT LM 5ERRE
FIRUOES, HELEME, RxR LM BNIR=MERIIZGEE, EENEEMES LAREEE LLM 21
RIGIXFRVRYTRENRY, MMAM—FLE LLM TR R HIEIeEA.

41.1LLM BENX

LLM, Bl Large Language Model, AXZAKIESHREGARIESHRE, E—MERERESRESHEES.
AEAHRIEN LHITIIZRIESRE,

AE—EF, BMNEENATIESRENEE, BIEITUNT—1 token {E55KIIZRAI NLP &8, LLM (ER5%
ZImi)| A SR AR 5 T)IIZRESS (40 Decoder-Only 28495 CLM TRI4KESS) , (BRBEEEREANS
. AEESANER LTINS, BMMRRES ERTIIGKESKEEAT RV

—AgEE, LM iEEEEHEC (HES) SHINESKRE, ©IEEEEH T token B LRI Z KoMl KRH
T, BETBHERTIGRENARERS EMEN . I, BE LM AROTEDAN, SHSHRT
B9 LLM ZHEE, [ XB LLM —figB =7 MHZSE (20 Qwen-1.5B) EIFZS# (4 Grok-314B) MIFAIBA
AESRE, RERERILBNES, E-—RINERMMES ERMBITBERTNIZEE (40 BERT, T5) AIEE
H5#H, WRILAFRZH LLM,

—ARIAA, GPT-3 (1750122%) = LLM B9FFim, 2T GPT-3 @8 %k (Pretraining) . WEHIE
(Supervised Fine-Tuning, SFT) . s&ft% 35 AR (Reinforcement Learning with Human Feedback,
RLHF) =M ERiIZEEIR ChatGPT B2 XS T LLM BHUAVEISR, B2022511H OpenAl &% ChatGPT 251
F2EREE, ERMET EBTSESE. 8ENHA—M LLM, TRIRTH 2022511 AE2023F11 BERINR

mAER D AIEEL




iRl FFilR LLM iR LLM
202211 & OpenAl-ChatGPT
2023.02  Meta-LLaMA; & B-MOSS 7

OpenAl-GPT4; BE-XH—5F;

2023.03 HriB18-Alpaca. Vicuna; &ig&-ChatGLM
fiBiE-Alp ks Anthropic-Claude; Google-Bard

2023.04  PUE-@XF(a); Stability Al-StableLM m%-H B
2023.05  f%R-Pi; Tll-Falcon H-2AKIER; Google-PaLM2

£1E-ChatGLM2; EiE Al Lab-BAHIE; BII-
2023.06 360-F AR Ry
BaiChuan; [E1#-TigerBot BRI AR

2023.07  Meta-LLaMA2 Anthropic-Claude2; #R-2HAEE3
2023.08 % FU-E6

2023.09  B@JIl-BaiChuan2 Google-Gemini; B&Ifl-E Tt AR
2023.11 F—F¥-Yi; £]75-DeepSeek xAl-Grok

Bal, BRI, HARFREA#HEEMEEERAN LLM, HREBE AGI A&,
4.1.2 LLM B98EH

(1) BMEES (Emergent Abilities)

X7 LLM 514t PLM REZRHFERIZ LLM BE RBHEen . BRNENZREFNRBEEMSTIFES T, X
LRNA/NEEEPARRE, EAEARRKEPISHIRE ., FJURLEREZPNRENSR, BNENNERMER
REVEBEREE RIS AT IRER T, 8 7 RHIKTE, MR NERNEZSET FRE,

Bk, RIBENFAIMEX S REEMESHEREEN . E—RMS, NLP EXENEENESHBARES,
2 EEBN AT RARSH NLP (E5M98E . BMEEN T BRI FRMZRY LLM (RIFE S RIVIERI K TR O\PR
£, B2 LLM BRIRVEES . ATEERRREVES S AXRREZFMPENERATEEEFEANNNEE, BRI
HANERT, BHNMBEREMRNTENRAN. SREBIERTETNEINAE SRR ELZR M RIIZAEZRM LI, LLM
KR ARERATERMFEERSNEN, MMAAXEETTRRE.

(2) ET3%3 (In-context Learning)

ETXZEIGENZH GPT-3 BRSIARN. BFME, L TXEIREAFESREAREBRNESESIASZS MES
TOIEIER T, BIERE LT XFEREN LA RPITES, MRS SEERH.

SHEL PLM, AN SHANTGZE, FREEBFENEEN THESHITERERE. R2AE5R PLM (FE1
N, SENERER, EFI20 BERT £RH (0.5B ZH) , #HTELREMBE—RIEEFTE 106 MLEF, B—F
MEARA. MEN, BRERBNIIGHRENREES., T NHESHEENRRE, FENINGEREEER
Tk~ETk 15F, WFEHTAIINE, BERBEENNNEAR, MEEETXEIEDN LM FELXFHITS
RASEIERSMIZR SR, A BT DERGIN2REBRIESES, RUBERLLES, MAAKRTETED
MEHERA



FFXEIGEAMIEESIL NLP FARTEXNTE, £E45 PLM B9, BRI/ NLP T ESI—RSTE 027001214
1, BER—TEENTIGEER, H3 BN RIS ESEREHIERMTHE. MBIERAEE L TXEY
BENEY LLM, —RSEXFFiAME Prompt Engineering 28 Prompt 3KEA& LLM RIBE NS, a0, Bl
K& NLP £55, BIiLIEEE Prompt SR 1~5 T EAIBS R, FrIAL GPT-4 AZIRBIIESE PLM AR
x.

(3) #5487 (Instruction Following)

B (ERBRES AN SESBEIEATHME, MMIEMBEN B<5E , LLM HKIERERFEREL A tiER
AARDENES ERIRYE . EHMENR, 2TELHEN LM geSR@AE8RANINES, AREESESH
171E5S, MABBRRALRAETA, ZRRTHERINZHEEN.,

ELBRENEREINABFTES—HSHMAIERE, ARCTEEM. RNAFTEERELIMENEBESSMES
FNGEIZLEES, LLM BRTDABARE R DIES, AR URIEMBRAFIERIREE, X—R7E ChatGPT
FREABRE . ChatGPT ZATMEEBS AEMSHIAE, ERORREIETEFABEMNERTER . WHRARMN
SRR, MEHRAMNU ZHRSTZTEWAF, ., B34 ChatGPT BaAiES, EUEMHEX. RHiEF. il
. FIERAES.

BLEMRENE LLM AIMRIENZ MTUGEER, BIATEERARNARETBTNALEEMEE, MMAAR
HHRFABIAE ., NEZBRIAKR Agent, WorkFlow, BREHNEZRFKAIEMS LINERENE, BRE
BB, EABRBIHVEE LLM K3 <B1EREN

(4) ZHH#HE (Step by Step Reasoning)

PIEHIE, AHEPRSMEESRNE RIS, —HZ NLP NEKHER, LERATLEEENSEIE RN
MEERE. £R, IR—TEETEREZEMNBREE DB, RENEIRIES FROZBEREM, RREAN
e BN T EREN".

BR, AN NLP REEEREMNFRS NS M HESRNEZRES, FIMBFERE, A, LLM BT RA D465
(Chain-of-Thought, CoT) #IEZRER, FILAFIAEEREHESENRTIGIRERILEES, NITERES
=, EEEN, XMEEN A RER BT X CABRVIIZRIRZAY,

BN ERE LLM s R E B E(ESS, iR MR A B EEPEEZEHIMNE RS D),
MTEET R B REBNIRIA H T B —,

XEEIIFREN Z LLM XBIFES PLM (NEEMEE, il LLM EAEBEEMESHRILE, FENIRATRRE
REEMNATZIFREEA TR, IERRNBIEESN . L TXEIES. ELERENSZESHEENNTE,
NLP SRR A GRS LLM 2EEERATERE, BPHAXESIMEFTNRENERRRZ, MBX L, BRIEAR
ZET LIMWNA, EEMA LM BIRISENEZRSEST . fId, HIRET GPT-4 #HAY Copilot, FMET
LLM 32 RIFERER/BEN S ELHERED, BURMEABIIE, BRER. KBREFSMINEE, BEEFAES
M. EBE. BEMRESRER, MARSTREFANETRER,

413 LLM 89855

bR ESOHIER) LLM BOROEEDSY, LM REE LTI, AERERRNE R, XEFRBE LLM BRIEEMN
MRFAE, FELIFEHEP—_:

(1) ZESXHH



ZiEE. BIEERUZEAZ NLP W— P EEMR LM, B LM BT FEEREEBEMNERETIIE, JIZER
FERBMEZIESH, AL LLM RERIEBZIES. BiES6E), RTAEBEEIIFHERTESHMBENES, &

FEESE LMNENEMER . BTRXEREENERNE SEAED, A GPT-4 ARKRINBRB o REER L
BREEZBHPXNEESN ., BAMAINYZMIESHTAE, EHNPRGHTRIMIGMACNERER (21300
—5. BXTE%F) FEEBEPIIME LRMEMBAMR.

(2) KXALHE

BATFEERBRAMEZ K ETXXAR, £—ERELRE TRENE S8 LR, LLM FEFEEESE PLM BEEE KA
LIBEES, TEITTFLA 512 token FIRFIRI(ESE PLM (40 BERT, TSEHFERNWHA L TXKEWN R 512) , LLME
AREALTXRKESETBYIHNE . ATFESEDHININGER LHTIIZ, LLM EEEIIZGRSZIF 4k,
8k EE 32k W ETXKE, B, LLM KE XA T IEEMUEZ RIS (Rotary Positional Encoding, RoPE) (3§
ZREEBIMERENM AIBI) ERMBERIE, BEE—THNREIMERED, UMEEHENEBLBEERTIGK
BRI, Fa0, InternLM 7 32k tE_E XX E#1T 7 Fl)llZk, BB RoPE BEGSSCH 200k KER) T4t

12, B AR ALNIERE S, LM B ARERNERME. FREEEN, MMBRAENEX LLM
HE5E (UE) HE—RENNNSEEXX HLHERR",

(3) HRBEE

LLM K58 KBEN LA ET R T BESHRARIL., BEE LLM REIEGH, BITAH LLM EINEIMIS R TR &
XK, MTFIA LLM B8 RBENFTER R XF . BENESHRE, B2 —1THINNGE. BiI5|A Adapter
BHEGRLES, HMEERSESE L HITEREME, SEEBAEETHENEXEEEZEMEN, X
H, AMAFFIASENRIIRT, NMITEEBRANSESAEE, & LM NENEFFESRS, B—1TEE
R A,

(4) TEZAENZIR

4158, =¥8 LLM 1RHE Prompt HIBAERER. EIREENRM, HIa, HFHMNEKR LLM £H—RBFARNIEXKES
EXEIIRE, HEFSEERZSEN —FEL"INTERFENCXAAR. 4RE=E LLM NEHFTRE, 1
EBH LM IR ERNBNE Ak . THEEES . EMFPFIEEREGE. ERNIUN, IRHFEREEMR

FEFENER, BRIARSMFERM THISLIRN—LLRE, 2 Prompt B#EITIRE), BT RAG (MERIERE
RL) RIESEME, BEHERE—ERRRIBBLIRMITEMERE.

BRERILRZIN, LM BFEES AR R, FIBITEE T —TFMIeRR LLM =ZHEiIZRiE. LLM
MERREBMSE, WAMA——HNEERT,

4.2 @Nfalill&—1™ LLM

LT, BMN2HFT LLM NEXRESENEARESN, BEEANMENSHNEENIIKERRETBERT
WERELRRIAE ), RIMHEAMN ETXESY ., BB RAESHIERES, R NLP FWEHNEHTE. B4,
B AFNTER, B A IZGE—TBAREMEEAN LLM IB? JIZ4—1 LLM, SillZAMERRTNIIZHEER,
XEBEFARKZ?



Pretrain 1 e
v \ 4 ‘ v
‘ B : M
FllERLLM s i WHIHEEIRM LLM
I

E4.1 I LLM -9 =P ER

—RmE, WE—1TTEN LLM FELZX I EN P ="1E——Pretrain, SFT 1 RLHF, £ X—1, (TEIFH
BRI LLM =T, HomE—THMENIEREROER. TEED, FHEENEZE(IMEIL L THREIZ
— LM, BEZ LS,

4.2.1 Pretrain

Pretrain, BDfiillZs, 2l LLM 0B IRERANE—F, LLM BFIZGIMES ISR EIEE £,
Bt ERSETRE SANBHAEHNRESEAITIIZ, ENBNEE=FFFN, BRIERN LLM JLF
#RFT Decoder-Only f92E GPT 2843 (LLaMA Z843) , EMNTIIZMES hENERT GPT RELAYLZ BRIl 45
Z——RARIBESER (Causal Language Model, CLM)

RRESREER, HSVRESRE -, BAh EXERRRINT—1 token H#1TI%R. CLM B9
BNRER(EEE=FIF@LCRT, LAMABER, LLM BWFIGRESRIGEENZOEREET, il
SR ENRIREFRE,

RIBENX, LM izMFRBETFEEGRBEAMIIGERNSHE, RANEESE/MEN E#TIIZE. £E45
¥ 4548 8L 40 BERT, A base # large AN hiZA<, BERT-base #EIH 124 Encoder B4EAL, H hidden_size Jy
768, EA 12TKERZNFENE, BASHEN 112 (110M) ; i BERT-large =B 241 Encoder 4
B, hidden_size 5 1024, B 167k, BASHEN 312 (340M) ., [ERY, BERT FllZ{ER T 3312 (3B)
token HIBR, £ 64R TPU LIl T 4R, BX L, BN TERGREZIER, 3ZSHE. 33MZIGHLIEN
BERT E4LR—MEENBE . RREEERNEAKXY.

BZ, FIEH(RE, —BMEN LLM BEREEHRICEZE LTS, BMER X L&/ LLM, —/thB+
2 (1B) AEWZEE., FIMUFLLZIE GPT-3 16l, HEAE 967 Decoder |, 12288 K hidden_size 1 96
3k, #£F 175012 (175B) S#%, Lt BERT KR 3ITMER., EMER BRIRITAYNE LLM 2 Qwen-1.8B, Hib
A 241 Decoder 2. 2048kY hidden_size Ml 161EE /1L, BASEEIAR 1812 (1.8B)



fER hidden_layers hidden_size heads BirsHE Fl&GEiRES
BERT-base 12 768 12 0.1B 3B
BERT-large 24 1024 16 0.3B 3B
Qwen-1.8B 24 2048 16 1.8B 2.2T
LLaMA-7B 32 4096 32 7B 1T

GPT-3 96 12288 96 175B 300B

BEENE, LM FEEZFEAEANENTIIZIEN ., RIEH OpenAl 12HEHY Scaling Law: C~6ND, HA C

NITEE, N REESE, D B4R token #1, AILAZIOE HIILZ token BRNZE2EESHIN 1.718, HRER
175B #9 GPT-3, ZE{FF 300B token #17#IIl%, M LLaMA BEE2#—FH12H, (/A 201F token i)l ZRERLAE

REIM R, ELL 175B 89 GPT-3, AJBAEFE3.5T token BUIRFUIIZRIAR I IEEE.

AL EARE RS TNGEGE, FEM)IE— LM FRRENE N R BERER K, EX L, WBASTIZE—
M IBHAKEE, hEDFEZRHHN GPU £, B D HNERMER S &N EISEFIIGEEH
75, 7eedd ARA BRI EINIGHRRTR . —RARIR, B1ZK LLM FE 10245k A100 IG—12H, M
HZH LLM —RRtEEE 2565k A100 iIm. =K, ITERRHEREERES.

HIERMLE, DHNINGERBAAN LM I A e DAERERD . 2 HIVIIGEZRAIZ OB B R R H TR
BHIT. FMBEUEHT, REIGRENRIAIMMEEDN GPU RS, B2HETIEXIIZR batch_size RIBK
ZFFTH, FTIEERBRR batch_size #1T1II%k:; BIRY, EGEIREIFE R, (EMBK GPU JIZRIIKEMIRR,

GPUO GPU1
Layer1 Layer1

<«— | Data | —>

Layer2 Layer2

Layer3 Layer3

T T

E4.2 R BHEHT

Ftt, 20E4. 2R A AIERBEISBIEARE GPU FMIARHLEIE 51T, B—XRBIEETM G, WEMBLEIR
BEHTEREEN, EMEESHZEREERMEXE ., tMEAMIEFHTHERT, 8K GPU LIEES
HERRTFHE, GBI KNF T K F LAHERRNZ M,




BRE, SLLIMT AZ LBZSE, BK GPU AFEEMIEFRCBNRESH, B4R, EZMIER
T, AMEEREFESEIZD GPU £, 81 GPU EFRAENERAEES, MMSEIMREFHT,

Layer1 GPUO
A
Layer2 GPU1
A
Layer3 GPU2
Data
E4.3 REIHAT

AEHFEHTHIERHFTHEREM L, RECETZMESRNsHBRLR, FUskEHIT. 3D #17. ZeRO
(Zero Redundancy Optimizer, ERRMAER) F. BEl, ERDMIVIIZGIELBEIE Deepspeed.
Megatron-LM. ColossalAl &, Hrh, Deepspeed EFRER .

Deepspeed H9# O\ REEE ZeRO F] CPU-offload, ZeRO B—MEFMANEBIBEBHITAHE, EO BB EMAEUE
HINSRKFNEGFESA, MMIIMNEAMEEETR, ZeRO BEE)IEM BRERKFTH SBNEED AF

%:

o BANRZE (Model States) , BIIEEREISEN, BAEMEEFMAEE Adam BIRESSE, RIFERSHEN
™, —fRiR, EREEMEIGNIBERT, ZHDRE 16M N EATEME, HP Adam RKESHELHIE
12M B97FHE=S 8],

o FRRS (Residual States) , BT HERBZIMORE S, SEWEE. SHEFNEER
X PR, ZeRO 1R T SHTTBTBA0M 5E:
1. ZeRO-1, MBERZE I Adam RESHHTH K, BMSKEREE 1 19 Adam RESH, EtSRIA
RIBERE—15.
2. ZeRO-2, MEBEMBEMTHF, SHRREM L OBRBEN Adam RESE, (MERSRRISSHK
+—1,
3. ZeRO-3, BHREISHMHTH K, SRERENE + BEHE. BUSMA Adam RESH,



AIMEL, BEEDRNSHREREN, SKFFESHRNEFLAMEAL . S57%, 2HNBINEMERE LGS
BEFFHOEN, —ARMS, S5KFM GPU FIBXR ZeRO-1 &&= ZeR0O-3 Rif. BAERTAKE, FEES
T EERNERNEEIFNR IR ENTHRE.

BRETERFENENR, IGHIBASHETIIZG LLM —PERME, IE— LM, ZEVEEHEBEELT
FIFIZRER, IRIBIAR, LLM FREENFNREAT oS ET)IGIRFZESMN, AL, A TENIHREN LLM

BB ERAEE MANRE, FZGENFEARZMRRNEE, FU—ELEA#HTRE. B, TENFIREM
YIZRiEFEIE CommonCrawl, C4. Github, Wikipedia &, AE LLM FESEFRIIIZIBREM L, MA
BoIESREIEY, BETECIRABINRERRMETIFEHIESE. BX L, FIRELEEREIINE LLM
B2 IO0FBEE", FRINELLFEFSESRREETISLERIGERNMEEE, fI0, TRERT LLaMA 95l

IR R ECLE

#iES =]ns #ESE A (Disk size)
CommonCrawl 67.0% 3.3TB

Cc4 15.0% 783 GB

Github 4.5% 328 GB

Wikipedia 4.5% 83 GB

Books 4.5% 85 GB

ArXiv 2.5% 92 GB

StackExchange 2.0% 78 GB

NWE—THR LM, JIGBEEESER. BRI, SREENEEAIOEPERSCERE, Fla0 LR
Wikipedia. Arxiv %, J2RXEIESR;: M 4 FZESHESER, ZOERME SREEEN. BRIFRNFX
LLM #0 ChatGLM. Baichuan FREIGRFAMETNGEIEESR, FRNPXINIGEESBNE EECRXITR
ASkyPile (150B) . HRRHEHFFIRMyayi2 (100B) F, HRTRTRBEEFHEEE,

I ZEAERIALIES B A BRE LM TG —TERH T, ESMRIER, MIGSENRETELEAEENE
£, MIGEEGE—REFENTRE:

1. XS, BTEEMIIHERNEERMEBRN LIRG, —REEMCEBINIEAIRSEERES XY, X
BEEEE URLTIE (IRIEMTT URL TIREREAS) « SRR (M HTML RREREXAE) | 1B %R
(FRAEIRIAIXARIEM) &,

2. EREIE. ERTENZOBENEERERE. TREX. ESHEENAR, BIERS. I &F. 1BRTE—R
amMniA ETERENGE, EBISREENEFIIG—IXADKFIHITIIR: ETERINGE —HRK
BEATLEX web ABHIREETR, ITEIEMBIERMEIEITIIR.

3. IERAE, XRRT, AEEENAZEEDMRIZMHEESN, FLt, EREERMERIIZIERPRLUEIE
EEAXE, BEARTDIN—IEE, EE—MRET hash AT EEUIRSE NP S LIRSS,
BRMUMEARTIEERENXEER; BRIMETFHEERIIFHITHRRLEEE,

Bri, EARZSZILENSHEFNGKERNEZ B TIIGEIELIENESR. flal, BET LLaMA BEBIE.

BT EUEERedPajama-1T, IAKRTE RedPajama Ehit E#{TiH kA ERISIimPajama-627BHURESE, LI
IEBASRRER] 6278 Slimpajama #EEREEIZIRISLE 1T B9 RedPajama BUIESR B IFAIRR .



https://huggingface.co/datasets/Skywork/SkyPile-150B
https://huggingface.co/datasets/wenge-research/yayi2_pretrain_data
https://huggingface.co/datasets/togethercomputer/RedPajama-Data-1T
https://huggingface.co/datasets/cerebras/SlimPajama-627B/tree/main/train

4.2.2 SFT

FlIZRE LLM 52 RBEDAURASCR, FX L, LM ABEZRBEMREARLRRTIUIIGRER . LLM 891tae

5, mOtEFRNGNIE, B2, FIERT T LLM gEH, MIESEF - SEEBA LR, 2ITI%HN
LLM i E—TMERBFBEX T KREBNBE, WHaFNRROE, FAIARSIZE TX, EftikfwXAZ0ER
BAGNEX, REERER". I—IMERNEFREERN, LM BOFIZMESMELER CLM, HBZIIZRETT
T token MBES), EREH—FHIEZE, EXESEM THESHERFESER.

Eit, BAIEFESE ZTRIZMERFEBNFZLEMEAEERENFIR, BE SFT (Supervised Fine-Tuning,

BREBEME) . FMBEREME, EXMERNEE=EPHINFINE-HAPNME, HEXAINE, T8
HERNESTNFER, FNFEHNE—N THESEMNEATRIENINIGEREZES LRI, FINE
RS KA, TEX BERT #TXADENME; ERRIEIRFIMIEMA, MEEHTIRIRFMESHIRN

.

B BENEAL LM, RAVEETBRISE FHES LIS E R BRERTHE, MRILEISHREN B
JELMIEREY", thALR—RIBIL BRI MR SFT,

FMBE<HIE, BIEATNGHNBMAZSMEENAFES, MBEEERELNSHRAENERNAEREERENZES
EMENEE. fia, ENN—FIINGEARRTNZ:

input: HFIFERS KRS HR?
output : RIFREFNIR, SKRKEEBBEHSZE, e aE26RKE, RMBEERKE, BREEK, B IRRER

2, SFTHEBREMBILREMSIRE STMNRIIESHRGZUNELEREN, UMIEBERH
EIERFINES. B, £{TF Pretrain, SFT MEUIERENMIERLLERERBIESER/RENNEERR,

BAREISHEERESTE. N TE LLM 8EEREZHANIE<EMERE, BIEEBERIIZGMNIES LRINRYT,
FEREARELFNERNAFESMXNE SN LLM #TIZ4. —ARE, E2MESLE 500~1000 B9IZHEA
AT LGRSAENMIENR. B2, A TILELLM RBZHNIEREREESN, EZMEISELSLRIRY, FE4E
VWHHIESEHPESZSMERNESIES, ANTEEENRANIIGEHIEZ, RINREFNFR LLM SFT BiEE—
HRTEEY B token £ 4.,

NS LLM B9ZEEE N, ELBIEENES TEEARHAMIY., B2, ZMAEXRENIESIUEZ BINELED
2 LLM JIZRB—A$kEL ., OpenAl JIIZRHY InstructGPT (Bl ChatGPT 818) ER TREETHEF{ERE APl i+

B -
B<:



HLRE =]ns

XAERY 45.6%
FFRUE B 12.4%
SN e 11.2%
LIPS 8.4%
XARHEF 6.6%
XAREGE 4.2%
S 3.5%
HAh 3.5%
BEFDE 2.6%
SASHHEY 1.9%

ERENELHESEERSNRANEE. TRTNGERNTEEER, SFTERNESHEEEAREE
M, BREIRIT 2. ENELI, ERENELREHTALINE, AMRIINENSHE, FXLLE, ChatGPTH
BINBRA—H D FKETESRENATINEEE. B, ATNESERARS, UFERWSATIRERESH
BEE, NBREEIERA, BHFEERE TER ChatGPT 3 GPT-4 RAMIELBUREN A, Hlin, FEFF
RIS RS AlpacafiBET—EMF Prompt, BT ChatGPT £ME ZHEL AN B HITRISERMERN.

—A% SFT PRI{EARIE SRS SN T =171%#:

{
"instruction": "Bl ANAEFIES",
"input": "HITIZIEL AR EMNMI TR, REVNES",
"output": "BIRENIZLE HAIEIE "

}

flgn, MRFENFIELSEHEMNAR"SRARESEF WEREX, BAZFEARTUEERM TR

{
"instruction": " FIINAEIEM I ",
"input":"SRRSEF",
"output":"Today is a nice day! "

}

BT, F{EEREERSS RIS ARNER, 7€ SFT TS, s sisER. i, LLaMA
B SFT &

### Instruction:\n{{content}}\n\n### Response:\n


https://github.com/yizhongw/self-instruct/blob/main/human_eval/user_oriented_instructions.jsonl

Hepfg content BN RAIAFES, EHMER, NTE—THAFES, BEBRAZLXH content 87, XE/Y
APELAMRIE LAFIFEY “instruction”, TRIELHMARTHE, ERETTMHAITHN—FTEES. fld, XL
B, LLaMA SR1SROBIAR IZE |

### Instruction:\niF THINAKENFRIN: SKRKSEE \n\n### Response:\n
HEZMSHMEBNE:
### Instruction:\ni§ FIINAEEMR: SKRSEF \n\n### Response:\nToday is a nice day!

AR, BARESHMERRLMARREHRIT CLM 4k, RAIEREINELHTIEBRN LR EMARZ E RN
MT— token, FRLARELFMAIERANZ output, MM input + output, RAE input 3925 loss
itE, (BESEIAGEEUFUNT—1 token AR,

B, W& LLM SehTUmEE, RENSRINERNZNRIEN. MESKE, REERESIXEN
BEESE ZRINIENA RIS REMEEE ., Fal, —MREZRXNTEEENIRI LLM FIREB W FIIEISR

AP 1%, WEFRAELR patawhale HIFLHA.
KRB fRYF, ERIBET AR AEE B RRYIS?

FAF: {R%0iE Datawhale ZE{tA4l3?

RE: RFER, BB Datawhale @ft4.

i, RETRICRAFELRIFNEECEEZDENHLER. MRE—TERASKMNEENH LLM, EH3Y
TEICR NI XA

AP 79, HEFRALR pDatawhale BIFNA.
KRB fRYF, ERIBET AR AR BN IRRIID?

FF: {RF¥& patawhale EftAl5?

B patawhale B—PHRALR.

REREXIFZRNE, STIIGERERAN., FXL, RENZINEENTERE T SFT HrER. MREFR
BRI ZRE, HNFEE SFT RPRIIGSREREM SR IEEI, IHREESARZENMRAREREDE. /KR
RENERREMENSZRIIER:

<prompt 1><completion 1><prompt 2><completion 2><prompt 3><completion 3>

ME S INEF A —RBE=FA:
1. BERBSRE—XEEREMFMEE, REMBHENEENRA, ERNEGREROE:

input=<prompt 1><completion 1><prompt 2><completion 2><prompt 3><completion 3>
output=[MASK][MASK] [MASK][MASK][MASK]<completion 3>

2. & N BEXNEMISA N THEAR:



input_1 = <prompt_ l><completion 1>

output 1 = [MASK]<completion 1>

input 2 = <prompt_ 1l><completion 1><prompt 2><completion 2>
output 2 = [MASK][MASK][MASK]<completion 2>

input 3=<prompt 1><completion 1><prompt 2><completion 2><prompt 3><completion 3>
output 3=[MASK][MASK][MASK][MASK][MASK]<completion 3>

3. BEREXERMNE—exENmL:

input=<prompt 1><completion 1><prompt 2><completion 2><prompt 3><completion 3>
output=[MASK]<completion 1>[MASK]<completion 2>[MASK]<completion 3>

SRR, F-—MAAFTERAEFEESR, F_MANEN TAEEEITE, REE="MNHAEREENZEX
EMIS, B ZFRARTAMSE =M A RIS S HIERER, ERAN LM REEZHITH CLM 55, #TREE
BNE, BAEFNNSMERIARORATING, et~ RN, Bal, £X&H5 LLM
YERT SR INEAIRZEHHEIT SFT,

4.2.3 RLHF

RLHF, 22 Reinforcement Learning from Human Feedback, BIAZERRENLES), 2R HEEMLZEIAIIZ%
LLM RSB, BT GPT-3 BIERM NAAZA SFT, RLHF EE#IARN2Z ChatGPT 185 F GPT-3 BISRZ/L)
5K, BXE, MIngELE R, EATAILUR LLM Bl D IG5 355 (alignment) B NMER. FRIIZREY
BOMER R FEENSSEANIR, MAMBXST, EIMBIERS ALMEN—H, \MEEAXFEEHHNA
B, EXMERER, SFTEiL LLM FIAEIELSXTT, NMEBIELEMEEESN; M RLHF EMEREBXL LLM

FMAENENITTT, SHARZE. BH. TEMROINE,

S1E4.4F7R, ChatGPT ERAREFHXIFOM=THE, BEEMTHEIIZ RM 1 PPO %k, =2 RLHF 195

®:



Step1

Collect demonstration data,
and train a supervised policy.

Step 2

Collect comparison data,
and train a reward model.

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

promptis prompt an new promp
Blinon abnihshale : ‘ »
Sampled from our Explain nmoan several model Explain nmoan is Sampled from Write a story
prompt dataset. landing to a & year old outputs are landing to a & year old the dataset. about frags

[ sampled.

Y o (& ; |
A labeler P (S The policy o

. 0
demonstrates the @ (] 0 generates A,
desired output Z L. et an output. W
behavior. Some pno‘oln want x = { = '
s i A labeler ranks
‘ the outputs from @ oGPGO AN
; : best to worst.
This data is used e 0-6-0-0 v
to fine-tune GPT-3 225 The reward model =
with supervised '\}5’2?’ calculates a RA
learning. 2 it ’ \ reward for ’W’
- This data is use RM the output.
BlEIE:! to train our A }
°© s o
reward model. =7 The reward is
0-0-0-0 used to update le e
the policy
using PPO.

E4.4 ChatGPT JIZR=1HIM ER

RLHF 9B E, SINBAEEINEA, BEXHNAERRS LLM BEBLEELAXBENLOE ., BUEFIZE
ATEEZINSZ—MIGEEINE, EETCHRBEZEERBEAEER. TRENFEPEAMERRSHR
B, SEEFEITEHMEBOMA: BEEMNME., ERUFEITRET, SRAEZTMITHAHAMFRRERE, RiE
RimFIEEE 2/TEIRREE . NAR LM 355 L, EXMEHNTENEE, LM S TEAERMNNEE, A
THRERESAEY LLM MEIEMERMR, ML LLM 22 AXEREF. ERNEE,

RLHF BT LLM fEA—1 4%, REIFALSRERT B CREAE NS, WRIE LLM BF— T8 AN
P4, Pretrain RFAAEMAVANRA LM, SFT BHMELAETIEE. BAXEH, B2 RLHF #RMUTHEIERNS
M. LLM ZAURIRYE Pretrain S2EIRVERANIRA SFT ZRRRHEEN ZBRELES, RBRAXERNZITLN LLM 89
%3], Rk LM RBEIRNEBR S, FEHERCERNEELI,

S0EE, RLHF XM HE: iIlZk RM H PPO i)llZk,

RM, Reward Model, BDRFIEE, RM Z2RTHEAEXRY, K4 LLM MERIR. EREFIIER, X3
F LM H8—1TEE, RM #7175, XM RMTERBEFEAXRFNEE. AF LLM SRERLE
JNEREE, BT RM BT RBTHAIER, A, RM ARERB—TXADEEE, WF—IXrHmE—MrE
Rh), MXADRESFTHRBEEMEIFEERMN. ARMAFIIMLE, RM BEEMEELH LLM 224 (% BERT 58
) ME—B2EE, MBTXADEN LM Z2imE2—, RRNIERRREEREMARRENDEREM

E.

B, il RM K, BAVEEATERERNXARESNARERRHI RM #1TI%. EAEXNTTALRIT,
RM JIZRRRIFEIEERERBHATLINERN, (B2, BT NEEZEFEHEENENES, BERANIREXRME
ERBRXEERHA, MNISEEIIGEEPYEFEENDE XA, REBEMUSEERNIIERR, &
ItE, BAEEXRE—1 completion FTARIEE#THIR, BEHIREREIER.

Bign, BAIRGGEIREERA:



"prompt": "MRIFITEMBEEMAR, RRSELFEREM LETF? ",

"chosen":"RXEFHEMNEIF, HABERMERN",

"rejected": "ZEIE LA OMREEIERGEANERNZHGFE ., RENERIEESH TEREEEGL, BB L
NEERAZEREELF. 5—AHHE, ATEREEAKIL, ALESSBREEMAERE, TIeWE, B RET TSRS
ERMAEMENITRN. ISR LR, BMEMIIAREZENMR., A TZREEN, EENEERTIEEEEN—
tIEE, MARRID. "

}

Hrh, prompt 2FFHEIRE, chosen RRIZAFFHY. RIEAXKRIFNEE, rejected EARE AL RIFHIE
&, Eillgs, prompt 35#0 chosen I rejected B IE#EsE, FZAL chosen_example F]

rejected_example, REDAIHNEEBIRIQEEHE —MIEXMH ., AERESBEIHRAML chosen_example
1 rejected_example BIFREZEFKITHE loss, Hi#1TREEETKINIL.

BEFEIENE, RMIGMERNEREEENREMN LLM KNARE, FI90 OpenAl AT 1758 &9 LLM 1 6B #Y
RM, [EfY, RM ERMRELRIAZRET SFT Z/E80 LM, Rl ARETRIFEEM LI RM, —MEEF, =

SEIRBER.

EZR RMIIIZZE, #PIBAER PPO EIERHITBMF IS, PPO, Proximal Policy Optimization, TimsR
BACEE B—MEHEMRLEE, BX L, BtEIIENBTNEREMNEEFESIEE, B8/ PPO B
ERRHA. AR, B'&ES RLHF WEE.

FRIK PPOIZRZ e, SEFEENMER, WE4.5FR, B LLM 1D RM, B LLM 2312 #1TH0E. 2
¥EEA actor model FIFIFITSEEFN ref model, Y9ZM SFT Z/589 LLM #FEEES. D RM D3I 23T
SEE R critic model FIRHITSENEFA reward model, IEM E—FIZE0 RM #181469,

S SHEH
—— memmE ——
—» Reward Model
\ 4 " 2 A\ 4 A\ 4 . »
( Ref Model Actor Model }— >1‘|‘%£WJ
HHESE HHES |
Critic Model ——
l —» Critic Mode 4
X p o EEEH
AEKLER.

E

[®4.5 PPO i)ll&imTE

0 EE, £ PPO BEiERERMMZFEIIZRIFEA T :



1. M SFT 259 LLM ¥t MERIS BIVES Actor Model 1 Ref Model; MINIZRES RM #IA4L TR MERL S B
YE8 Reward Model #] Critic Model;

2. BIN—" Prompt, Actor Model #] Ref Model 2 5lft Prompt £ m[EE ;

3. Actor Response 1 Ref Response ITE KL #E: rxr = -0k Dk (mpro(y|T)||Thase (y|z)) B,
wppo(y|z) BNJy Actor Model B98I, T Tpase (y|x) BN79 Ref Model B9%iH, O Dgr BIZiTE KL 8
ENAEE;

4. Actor Response 5 A\ Fl Reward Model 1 Critic Model #1739, E&, Reward Model #HHEREE
XN AVAREZRD, Critic Model ARiE R MER (BIMIMIERRENERER)

5. ITEM KL BE. MTEENIToIIMAZIZRRES, TEXR:
loss = —(kley - rrr +7 - Vigr — Vi) log P(A|V;) , IXEH kl.y 25 KL BENEREIMANES
B, v 2EHT—IEE (hHMERS) IToNEREINNNESE, V; 2 Critic Model BT O %#EH, A;
M2 Reward Model B93T 5 %L,

6. IRIEZREE D AIITE LRI actor loss # critic loss, EHT Actor Model B9Z#4#] Critic Model B95%1; 3
B, Actor Model ] Critic Model IS EF A EEREN, WAMAB——FRT, BMEBIIEE TR
AR EEE S ERER,

FLERERES, AAEFEREINMER, BEFESASYET SFT. #ian, MREATRM F LLM #2H 7B A=,
PPO ZF2H AMETEZE 240G (43K 80G A100, wikK G 60G) BERMITERME. B4, ATLABRNEER
P TEEYE? Actor Model #1 Critic Model BN B HIEME, MZAIUBNEFTERFESEIAEF Ref Model
#1 Reward Model, BATRHEENERAET T REFREENZETEKRT Pretrain 1 SFT I FHIEES .

SR, WLCARMEIR GBS Z2MIIZITE, (£ RLHF A— 1 GIEESHMER, bEFENEEZINEBR L
%, IRHT DPO (Direct Preference Optimization, EiZ{miFift) , AILMETHAFEE RLHF, DPO BIZ/I0E
&, 1§ RLHF S8 ZE S R N IR B E I RERF I ALRIF. DPO @id{F 3R Hh R EF s L RIS B RIBREY,
BT AREMZR AL AT E 0 LUET M ERREIZETHA, hiEi, @IS DPO FriRHMMLE
¥r, AIMEERZIAXRT, MEAEFBIIG RM URHITEEFES, BTERERREZEI#1T)I4%, DPO R&HE
ZM LLM BIRJ5ERc))IlER, BilZd 2185 PPO B8 RZ, & RLHF BEESEFZHANTERRA., DPO AiRHMNMML
BMATABEBEREIALRT, FEBI—RIINEEHSTTR TIER, BXBIIEE AT R —THIE,
LEARAAEERT .

BRR, BAMEHOREMAAMEBFBINIZG—T LLM, ES3Emi)IZk. SFT 1 RLHF,
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BhE IFREEXRER
5.1 ZIFIW— LLaMA2 KiEHE!

Meta ([RFacebook) F2023F2H &HE—FHETF TransformerEMHIAELHESZEILLaMA, HFREE7BAHE
RYER LaMA2, BATEENEZECRFZIIMTETLLM, URMEINIESLLMERDS ., ANNTEIIFEZE S a5
FELM—PLLaMA2FEEY

LLaMA2 & B ZEM 9N T El5.1 Ffi
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5.1 LLaMA2%5143

5.1.1 EXHEBSE

BABMNEEEX —LBSY, JLEBSHEFRENA/N, B X @RAEE. REEEESS. XLB
S A DARIESL IR IR A TR .

XEHNTBENX—" Modelconfig K, REFMEIICEKNEBSE, XEBEH{I4E T Pretrainedconfig K, X
&= transformers FEFISERZE, BT NBIRFX MK HERER transformers FERAY—LETNRE, thAE
HERESHHugging Facef&aY,

from transformers import PretrainedConfig

class ModelConfig(PretrainedConfig):



model type = "Tiny-K"
def _ init_ (
self,
dim: int = 768, # IEEIAE
n_layers: int = 12, # TransformerfEEK
n_heads: int = 16, # JEFENNHIAILER
n_kv_heads: int = 8, # BELNHE
6144, # JALCRA/N
None, # [RiEEAE
multiple of: int = 64,
norm eps: float = le-5, # JH—{t/EMeps
max_seq len: int = 512, # mAFIKE
dropout: float = 0.0, # dropoutiffZ
flash_attn: bool = True, # E&{FFAFlash Attention

**kwargs,

vocab size: int

hidden dim: int

self.dim = dim

self.n_layers = n_layers
self.n _heads = n_heads
self.n kv _heads = n_kv_heads
self.vocab_size = vocab_size
self.hidden_dim = hidden_dim
self.multiple of = multiple of
self.norm _eps = norm_eps
self.max_seq_len = max_seq_ len
self.dropout = dropout
self.flash attn = flash attn

super().__init_(**kwargs)

EUTRESREI args B, BIZHANIA L Modelconfig SHECE.

BARE—THRN—LEBSHNE N, il din 2EBAEE, n layers Transformerf/Z%8, n_heads BF
BANGIRILEL, vocab size @IaALER A/, max seq len @BMIAMNBRARIIKEESE., LEMNKBHPOXNE—
TSR TIFERER, EEENREFRIISIRIEILBSHCRERIIRER,

5.1.2 ¥3% RMSNorm

RMSNorm B] ARBAN FRIEIZE AR

Heh:
o 2 BMAMBNE i e
o Y REALINERSH (HRALHBHE selt.veight )
. N EHADBNAENE
o eB—NNEH, BTHEREYE (UESBUTHIER

M3 AB T EIHAENENMEAZEFIAT T/ N KRRBEFZIIRE, REEFTSENRER IR RS
AEH.



HATrI BAE I a0 FACABSCE RMSNorm ¢

class RMSNorm(nn.Module):
def init (self, dim: int, eps: float):
super()._init_ ()
# epsiEN T BILERREAORYIS]
self.eps = eps
# weightR— MAIZINSH, EEMIKMLIL
self.weight = nn.Parameter(torch.ones(dim))

def norm(self, x):
# TTERMSNormAYIZ/OER
# x.pow(2).mean(-1, keepdim=True)it& THAxMNFEHNIE
# torch.rsqrt%zpﬁmﬂ"]@]é&, XEMEE] T RMSNormfy 0 B E8 77, Eﬂﬂiepsﬁfiﬂ:ﬁj\ﬁo
# mETRMUx, SEIRMSNormAIER
return x * torch.rsqgrt(x.pow(2).mean(-1, keepdim=True) + self.eps)

def forward(self, x):
# forwardREZERE AT EHE
# BRRBBAxENfloatXE, AFHITRMSNorm, HREHEREIREEIELDY
# EREFEAweight, XERMSNormi— A% S HI4E A F
output = self. norm(x.float()).type as(x)

return output * self.weight

HE, FATFTUATENREEI rusNorm BIRFITIR, FTNEIMUBRLHEAIAIRA torch.size([1, 50,
288]) , SEMNVBARFIA—ER, RIBEIRASTIMZ EFRRY, 3—HH AR,

norm = RMSNorm(args.dim, args.norm eps)
X = torch.randn(l, 50, args.dim)

output = norm(x)

print (output.shape)

out:
torch.Size([1, 50, 768])

5.1.3 #3% LLaMA2 Attention

£ LLaMA2 E81rh, S2ARE LLaMA2-70BEEUER 7T o EEIWFENE (Grouped-Query Attention,
GQA) , BEAUKSREIZER GQA FHEF(IN LLaMA Attention iR, ERLIESEENNE, HTE—LE
EZEA.
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5.2 LLaMA2 Attention Z5#4

5.1.3.1 repeat_kv

£ LLaMA2 128, HMFEFRNENEEYT REIMNZTONEE —F, XEARHTIEATE. H(TTEd
WAL repeat kv

def repeat kv(x: torch.Tensor, n_rep: int) -> torch.Tensor:
# FREVRANGKERAZN: BN, FIKE. B/EWLNHE. BTANLEERN

bs, slen, n_kv_heads, head dim = x.shape

# WREBERHANL, NAFREE, HIRROFRIEKE
if n rep ==

return x

# JEREHITT RANELRRFUEEREY



return (
x[:, :, :, None, :] # EHENUMEE CLHKERD) RIN—HNEE
.expand(bs, slen, n_kv heads, n _rep, head dim) # EFiHRMIEEYT EEIn repA/), SEIE
ENBR
.reshape(bs, slen, n_kv_heads * n_rep, head dim) # EFfEN, SHBE/EXNLNBENEE
R
)

A ELSE

o B%, FEMANKENFIR: B, KIBET x.shape SKEMANKENFIR, SIEHEAN (bs) . BIIK
B (slen) . @/MEXXHEE (n_kv_heads) UKRBMLNLEE A/ (head_dim) .

o AfE, MBBEE X #E, ABREEERM n_rep EF N1, WRE1, NHBPAEENRMEMRTE
g2, BEEREFRAKE X,

e RfE, TRMEEKE:
o HHE=THE BEMR/EXIXNER) ZERN—TMNER, R x(:, :, :, None, :]1.
o {¥f expand I ERFIAIMALEEY RE n_rep A\, SLIR/ENHNEERR.

o &G, B reshape FIAEMER, BT BEENEESHLOR/EXNLINEED, Bl x.reshape(bs,
slen, n_kv_heads * n_rep, head_dim), XMFHEZNKEARMIAZ T SEHEE—BIRR.

5.1.3.2 [EFEHER A\

RERARZINEAEIRN, TRERAE LLaMA2 RPN —TERAN, EFDNERINGIREERN ETXE
B, MMiESEEATEEE.,

B, BEMISRSRIEIR AR SEE M E AR AR R

# R LdiniA dim//n_head, EAHK(IEX T head#HITHEEETRA
def precompute fregs cis(dim: int, end: int, theta: float = 10000.0):
# torch.arange(0, dim, 2)[: (dim // 2)]1.float()EMT—TMOFIE, TKN200FF, KENdinf
—3
# AEBT TR din, BEthetafIfIEL, FRTE
freqs = 1.0 / (theta ** (torch.arange(0, dim, 2)[: (dim // 2)].float() / dim))
# £—1TM0ZlendlFF, KENend
t = torch.arange(end, device=freqgs.device)
# TEIMR, BR—1TZHER, 8—1TEtHNTERFEMUfreqsiTER
freqs = torch.outer(t, fregs).float()
# TTEMENRZE, S2ILED
freqgs_cos = torch.cos(fregs)
# ITESMERNIEZE, SEIEER
fregs_sin = torch.sin(fregs)

return freqgs cos, fregs sin

. HESRE:
O torch.arange(0, dim, 2)[: (dim // 2)].float() T —TMOFFIE, TEN2NFY, HEKE
H dim 9—3,
o BPNITERMI dim [FEY theta IFIER, BEI—1MIEFS fregs . X—H BN TERESHRIL RN
$O



o AERRTEFS:

O t = torch.arange(end, device=fregs.device) E—TMoF end %%, KENend, end B
BEERIINGEAKE.

o ITEINERAIFMR

O fregs = torch.outer(t, fregs).float() TTEEEFRS  FSnER~RS fregs E{JQM/D\, BE—1
" YHIERE freqs . B—1TRINBEZEI t MNTRFEUINERS freqs HITTER.

o ITELEMESD

O fregs_cos = torch.cos(fregs) ITTEINEIEE freqs MIRZLE, SEINEELRANIE.
O fregs sin = torch.sin(fregs) TTEINFKIEFEF freqs BIIEAE, SRIFEEHRANNES,

R, ZREOREIM TR freqs_cos Ml fregs_sin, DRIRTHEFLIRANIHNER, BFELNITE,

BE, HEMEFERKEAIRA reshape for broadcast RE, X TRV EEENIIAE freqgs cis W
IR, FEEEHTIBRENS x BEEXTT, MMEEBHITERNKESEE,

def

def

reshape for broadcast(fregs cis: torch.Tensor, x: torch.Tensor):
# IRENxHOLEEEN

ndim = x.ndim

# WS, BRITENEETER

assert 0 <= 1 < ndim

# WS, HfRfreqs_cisMIPIRSxME _HNEE—HEE

assert freqgs cis.shape == (x.shape[l], x.shape[-1])

# ME—NIAR, BRTE_HNRE—4, HMEREH N1, XEMEN TS freqs_cisSx#IT] ERIE

shape = [d if i == 1 or i == ndim - 1 else 1 for i, d in enumerate(x.shape)]

# Yfreqs cisHEANFAIR, FHiRE

return fregs_cis.view(shape)

HATRI BT 20 RS AEFE B |

apply rotary_ emb(
xg: torch.Tensor,
xk: torch.Tensor,
fregs _cos: torch.Tensor,
fregs_sin: torch.Tensor

) —> Tuple[torch.Tensor, torch.Tensor]:

# REWNREKSEIRNFTRE, FEERIRNUS B TEFEER
xq r, xq i = xqg.float().reshape(xq.shape[:-1] + (-1, 2)).unbind(-1)
xk r, xk i = xk.float().reshape(xk.shape[:-1] + (-1, 2)).unbind(-1)

# EFTERRERIKE AHITT
fregs cos = reshape for broadcast(freqgs cos, xq r)

fregs_sin = reshape for broadcast(freqgs sin, xgq_r)



# NFAhEss, 25t BhedsERISEERAIREER

xq out r = xq r * fregs cos - xq i * fregs_sin
xq out_i = xq r * fregs_sin + xgq i * fregs_cos
xk out r = xk_r * fregs cos - xk i * fregs_sin

xk_out_i = xk_r * fregs_sin + xk_i * freqgs_cos
# BREMTEESH, FERARIEKEIFIR
xg out = torch.stack([xqg out r, xq out i], dim=-1).flatten(3)

xk out = torch.stack([xk out_r, xk out i], dim=-1).flatten(3)

return xq out.type as(xq), xk_out.type as(xk)

XEHAVE LA AN apply_rotary emb EREAINES, ARBAIMEWENBRRNER, KEES—FHUHE
é:él:%o

torch.randn(1, 50, 6, 48) # bs, seq len, dim//n_head, n_head dim
torch.randn(1, 50, 6, 48) # bs, seq len, dim//n_head, n_head dim

Xxq
xk

# {ff precompute freqgs cis HREFREY sinfllcos

cos, sin = precompute fregs cis(288//6, 50)

print (cos.shape, sin.shape)

xgq out, xk out = apply rotary emb(xq, xk, cos, sin)

xg_out.shape, xk out.shape
OUT:

torch.Size([50, 24]) torch.Size([50, 24])

(torch.Size([1, 50, 6, 48]), torch.Size([1l, 50, 6, 48]))

5.1.3.3 3% LLaMA2 Attention

FELEHNEZRTTH T HedE iR ARSI, EHTRBAF AT MR LLaMA2 Attention #&IR T,

class Attention(nn.Module):
def _ init_(self, args: ModelConfig):
super()._ init ()
# WRIEREGIETEn kv _heads, AEATHE (key) MME (value) HIKHIEREZ.
self.n kv _heads = args.n _heads if args.n kv heads is None else args.n_ kv heads
# FIRESKENPT DA BB L BB BR

assert args.n_heads % self.n_kv _heads ==

# REGHTHIEAD, BIANL.

model parallel size =1

# AHITEAE, FTEABERMERFITLERN,

self.n local heads = args.n_heads // model parallel size

# AHEMEKE, FTREKSERMREFTLER,
self.n local kv _heads = self.n kv _heads // model parallel size

# BEEXRH, BT RENENRST,



self.n_rep = self.n_local _heads // self.n_local_ kv_heads
# BOANEER, FTRELEERULNSH,

self.head dim = args.dim // args.n_heads

# EXIERERE,

self.wg = nn.Linear(args.dim, args.n_heads * self.head dim, bias=False)
self.wk = nn.Linear(args.dim, self.n kv _heads * self.head dim, bias=False)
self.wv = nn.Linear(args.dim, self.n kv _heads * self.head dim, bias=False)
# WEANERERE,

self.wo = nn.Linear(args.n_heads * self.head dim, args.dim, bias=False)

# T Xdropout,

self.attn _dropout = nn.Dropout(args.dropout)
self.resid_dropout = nn.Dropout(args.dropout)
# {R1Fdropoutifi,

self.dropout = args.dropout

# MBELFEHAFlash Attention (FEZEPyTorch >= 2.0) ,
self.flash = hasattr(torch.nn.functional, 'scaled dot product_ attention')
if not self.flash:
# HAXFFFlash Attention, NMEMAFMEIMAVEE NS, HiZxBEmask,
print ("WARNING: using slow attention. Flash Attention requires PyTorch >=

2.0")

# BIE—T LE=m%ER, BTERRIRER.

mask = torch.full((1l, 1, args.max_seq len, args.max _seq_len), float("-inf"))
mask = torch.triu(mask, diagonal=1)

# EMAREINE X

self.register buffer("mask", mask)

def forward(self, x: torch.Tensor, fregs cos: torch.Tensor, fregs_sin: torch.Tensor):
# SREME R KNFIESKE, [batch size, seq len, dim]

bsz, seqlen, _ = x.shape

# IHEEM (o) . # (k) E (V) o

xq, xk, xv = self.wq(x), self.wk(x), self.wv(x)

# WBRARDUER KHVERE

Xq = xq.view(bsz, seglen, self.n local heads, self.head dim)
xk

Xv

xk.view(bsz, seglen, self.n local kv _heads, self.head dim)

xv.view(bsz, seqlen, self.n local_kv_heads, self.head_dim)

# NAANEERAERAN (ROPE) ,

xq, xk = apply rotary emb(xq, xk, freqgs cos, fregs sin)

# WRNEH T RNENESERH.

xk = repeat kv(xk, self.n rep)

XV repeat_kv(xv, self.n rep)

# BRIERRUREELIE,
xXd = Xg.transpose(l, 2)
xk = xk.transpose(l, 2)

Xv = Xv.transpose(l, 2)



# BIEEEXIFFlash Attention, EERITMAR,
if self.flash:

# {£MFlash Attention,

output = torch.nn.functional.scaled dot_product_ attention(xq, xk, xv,

attn_mask=None, dropout p=self.dropout if self.training else 0.0, is_causal=True)

else:

# {ERFNEMAVEENNF,

scores = torch.matmul(xq, xk.transpose(2, 3)) / math.sqgrt(self.head dim)

assert hasattr(self, 'mask')

scores = scores + self.mask[:, :, :seqglen, :seqglen]
scores = F.softmax(scores.float(), dim=-1).type_ as(xq)
scores = self.attn_dropout(scores)

output = torch.matmul(scores, xv)

# MENBEHEEFASHX.

output = output.transpose(l, 2).contiguous().view(bsz, seqglen, -1)

# RARFEITZER.
output = self.wo(output)
output = self.resid_dropout (output)

return output

EHARK A MER TEACIERXERNEREITINN, TUERMERLHMEIAZIRN torch. size([1, 50,
768]1) , SEATENRIFAR—ER, WAARIRAYSCINZ IEFRRY.

# BliEattention3Lfl

attention model = Attention(args)

# RN EE

batch_size =1

seq_len = 50 # RIFEFMEANFIIKERNS0

dim = args.dim

X = torch.rand(batch size, seq len, dim) # [BHlAEMEINKE

# fregs cos = torch.rand(seq len, dim // 2) # 1&#lcossNF, FITFRoPE
# fregs sin = torch.rand(seq len, dim // 2) # #E&EHlsiniiiZ, FIFRoPE

fregs cos, fregs sin = precompute fregs cis(dim//args.n heads, seq len)

# B{TAttentionfEil

output = attention model(x, freqgs cos, fregs sin)

# attentiondiRZFHIAZIR MkFAR [batch size, seq len, dim]
print ("Output shape:", output.shape)

OUT:

Output shape: torch.Size([1l, 50, 768])

5.1.4 #33£ LLaMA2 MLPIEIR



B3 FRIEHIIZTIAILLAMAZ AttentionfRiR, LLaMA2 MLPARIRFISCIIE BB —L6, TR LAB a0 FAABZE]
MLP :

class MLP(nn.Module):
def _ init (self, dim: int, hidden dim: int, multiple of: int, dropout: float):
super()._ init ()
# MRZHEERBENEE, B(TRERENMALEENLE
# REREBVE2/3, REWREEnultiple ofAIfE%
if hidden dim is None:
hidden dim = 4 * dim
hidden dim = int(2 * hidden dim / 3)
hidden dim = multiple of * ((hidden_dim + multiple of - 1) // multiple_of)
# EXE—BLMETHR, MNEALEIIRBLEE
self.wl = nn.Linear(dim, hidden_dim, bias=False)
# EXE_BEMTHR, MIREEEIMAELEER
self.w2 = nn.Linear (hidden dim, dim, bias=False)
# EXE=REMTHR, MNMANEEIREELEE
self.w3 = nn.Linear(dim, hidden dim, bias=False)
# T NXdropoutZ, FATFHLEEME

self.dropout = nn.Dropout (dropout)

def forward(self, x):
# HIE(EREEREN
# B, BMAxBIE—BEMUTIRASILUBIER
# AfE, BREUBMABEE=ZEEMTHRINER
# &g, BEEZREHTRMdropout/2
return self.dropout(self.wZ(F.silu(self.wl(x)) * self.w3(x)))

HMNEENR— —Fforward BREAISEIL, B, WA x BUE—BEMTH se1f.wl F stou BUERE, A
&, ERELUEAN x BIE=EEMTHH self.w3 NER, FRE, BUFE_EE T self.w2 ] dropout
B, 5ilxZEd.

EHF AR LAMER TEAIEEY tavave RIRFTINN, ATUERCBRLHLAZIAN torch.size([1,
50, 7681) , SEAVMNRIIZIR—I, RABERIRASZIMZ EFERY.

# BIEMLPLH

mlp = MLP(args.dim, args.hidden dim, args.multiple of, args.dropout)
# BENLERENE

X = torch.randn(l, 50, args.dim)

# IG{TMLPARE

output = mlp(x)

print (output.shape)

OUT:

torch.Size([1l, 50, 768])

5.1.5 LLaMA2 Decoder Layer



FXE, HNNBLXMT rravaz AR attention RIRFN mup &IR, 2 TFRIEAVHAI LAY LLaMa2 BY Decoder
LayerTo

class DecoderLayer (nn.Module):
def  init_(self, layer_ id: int, args: ModelConfig):
super()._ init ()
# EXZKEEHRILEN
self.n _heads = args.n_heads
# EXHNEE
self.dim = args.dim
# EXBDTANEE, FTRNEZRRNLE
self.head_dim = args.dim // args.n_heads
# ENXLLaMA2AttentionW%R, AFHITZLIEIENITE
self.attention = Attention(args)
# EXLLaMAMLPIIER, AT HITRIRHZENEZITE
self.feed forward = MLP(
dim=args.dim,
hidden dim=args.hidden_dim,
multiple of=args.multiple of,
dropout=args.dropout,

)

# EXERIID

self.layer id = layer id

# ESCERNITENA—LE

self.attention_norm = RMSNorm(args.dim, eps=args.norm_eps)
# EXRRAEZNBITENE—E

self.ffn norm = RMSNorm(args.dim, eps=args.norm_eps)

def forward(self, x, fregs cos, freqs sin):
# BIEERERER
# B, MAETEENA—NE, AEHTIBNIE, ERSRAENEEh
# AfE, WMATRIHGHENEZF—HE, AERHTAHHENEITE, SRSnEMEEHSE
h = x + self.attention.forward(self.attention norm(x), freqgs cos, fregs_sin)
out = h + self.feed forward.forward(self.ffn norm(h))

return out

DecoderLayer M 2B LEMAY Attention IR Mup BIRESE—E, M7 —1%EM Transformer
IR,

EREARA ER TERRIEZRY DecoderLayer EIRHITMIE, ATABZMIBREZRHLAIAIRA
torch.size([1, 50, 768]), SEAVMARIFIR—IN, RAARRAVSZIMZ EFRHY,

# Bl##LLaMADecoderLayersLfl

decoderlayer = DecoderLayer (0, args)

# EHA IR
dim = args.dim

seq len = 50

x = torch.randn(l, seq len, dim) # [bs, seq len, dim]



freqgs cos, fregs_sin = precompute fregs cis(dim//args.n_heads, seq len)
out = decoderlayer(x, freqs cos, fregs sin)

print(out.shape) # AZIRFEAAIx—1F [batch size, seq len, dim]
OUT:

torch.Size([1, 50, 768])

5.1.6 ¥3% LLaMA2 (&1

57T, BELTT EARMARERISII, ZTRMEBMMNAORNZ, HATUEE tLavaz R, ,

LLaMA2 {EBIF 2% DecoderLayer {&IRIEE R, WA—TEM Transformer FREL,

class Transformer (PreTrainedModel):
config class = ModelConfig # ECEZE
last_loss: Optional[torch.Tensor] # iCxE/o—/XiTEIVIRK

def  init (self, args: ModelConfig = None):
super().__init__ (args)
# IAIRELSE
self.args = args
# JACRA
self.vocab_size = args.vocab_size
# B
self.n layers = args.n_ layers

# JWHRNE

self.tok _embeddings = nn.Embedding(args.vocab size, args.dim)

# Dropout/Z

self.dropout = nn.Dropout(args.dropout)

# Decoder/Z

self.layers = torch.nn.ModuleList()

for layer id in range(args.n layers):
self.layers.append(DecoderLayer (layer_id, args))

# JFA—HE

self.norm = RMSNorm(args.dim, eps=args.norm_eps)

# W=

self.output = nn.Linear(args.dim, args.vocab size, bias=False)

# BEARABNINESHLEENNEHREZ
self.tok embeddings.weight = self.output.weight

# T EEXNAE BRARISNER

freqgs cos, fregs_sin = precompute freqgs cis(self.args.dim // self.args.n_heads,
self.args.max_seq len)

self.register buffer("fregs cos", freqgs cos, persistent=False)

self.register buffer("fregs sin", fregs_sin, persistent=False)



LIES

def

def

# WA NE
self.apply(self. init weights)
# SNHRERFHETIH IR AR
for pn, p in self.named parameters():
if pn.endswith('w3.weight') or pn.endswith('wo.weight'):

torch.nn.init.normal (p, mean=0.0, std=0.02/math.sqrt(2 * args.n layers))

# iRt RERBIAEENRAREL
self.last_loss = None
self.OUT = CausalLMOutputWithPast() # HiHE:

self. no split modules = [name for name, _ in self.named modules()] # A7 EIRVIELR

_init weights(self, module):
# VIR NERIERE
if isinstance(module, nn.Linear):
torch.nn.init.normal_ (module.weight, mean=0.0, std=0.02)
if module.bias is not None:
torch.nn.init.zeros_(module.bias)
elif isinstance(module, nn.Embedding):

torch.nn.init.normal (module.weight, mean=0.0, std=0.02)

forward(self, tokens: torch.Tensor, targets: Optional[torch.Tensor] = None,

**keyargs) -> torch.Tensor:

nwun

- tokens: Optional[torch.Tensor], %A\ token K=,
- targets: Optional[torch.Tensor], B#r token K=,
- kv_cache: bool, REFERARBREZER.

keyargs: EHfthXBEFSE,

- self.OUT: CausalLMOutputWithPast, B®& logits sk,

if 'input ids' in keyargs:
tokens = keyargs[ 'input ids']
if 'attention mask' in keyargs:

targets = keyargs|[ 'attention mask']

# RIEERERE

_bsz, seqglen = tokens.shape

# BI1EEIR N BN Dropout

h = self.tok embeddings(tokens)

h = self.dropout(h)

# SREVENLE BRI

fregs cos = self.fregs cos|[:seqglen]

fregs sin = self.freqgs sin[:seqlen]

# J@IldDecoder/Z
for layer in self.layers:
h = layer(h, fregs cos, fregs_sin)
# BEA—ME
h

= self.norm(h)



if targets is not None:
# WRLBETBIR, TEHREK
logits = self.output(h)
self.last_loss = F.cross_entropy(logits.view(-1, logits.size(-1)),
targets.view(-1), ignore index=0, reduction='none')
else:
# IRV RNRE—TMIBENRE L HITRIEER
logits = self.output(h[:, [-1], :1)
self.last_loss = None

# IRERW

self.OUT._ setitem ('logits', logits)
self.OUT. setitem_ ('last loss', self.last_ loss)
return self.OUT

@torch.inference mode()
def generate(self, idx, stop_ id=None, max new_tokens=256, temperature=1.0,
top_k=None):
BEMARS idx (F2IRA (bz,seq_len) WIKEBIKE) , BIZREMN token RTEMFJI.
£ model.eval() BRTIETT. WEBRIBHIREFRAE, REEMARK/v cache,

index = idx.shape[l]
for _ in range(max_new_ tokens):
# MRFI ETFXER, BHERIRAKE
idx_cond = idx if idx.size(l) <= self.args.max seq len else idx[:, -

self.args.max_seq len:]

# AIEEREFIIPRE—TUEN logits
logits = self(idx cond).logits
logits = logits[:, -1, :] # REBRE—RELSHHEL

if temperature == 0.0:
# GERRBFRENERSI
_, 1idx_next = torch.topk(logits, k=1, dim=-1)
else:
# AR logits HN A softmax
logits = logits / temperature
if top_k is not None:
v, _ = torch.topk(logits, min(top k, logits.size(-1)))
logits[logits < v[:, [-1]]] = -float('Inf')
probs = F.softmax(logits, dim=-1)

idx_next = torch.multinomial(probs, num samples=1)

if idx_next == stop_id:
break

# FREFNRSIRINEFS P H AR

idx = torch.cat((idx, idx next), dim=1)



return idx[:, index:] # FIRE4RAYtoken

B AR A LAE A TEAEIEERY Trans former {ERFITMIX, TUNBRIBRELBERIFZIRA torch. size([1,
1, 6144]1) , SENWANAR—, RIPERAISIILZ EHR.,

# LLaMA2Model.forward 1ESMPSE], tokensHltargets, HFtokensZM AMGKE, N AintzEHE!
X = torch.randint(0, 6144, (1, 50)) # [bs, seq len]

# EfflftLLaMA2Model

model = Transformer (args=args)

# TT8modelIEINSEN

num_params = sum(p.numel() for p in model.parameters())

print( 'Number of parameters:', num params)

out = model (x)

print(out.logits.shape) # [batch size, 1, vocab size]
OuT:

Number of parameters: 82594560
torch.Size([1l, 1, 6144])

5.2 ill% Tokenizer

EBMIBS IR (NLP) B, Tokenizer @—HMIE XA ERAB/NEN (FRA token) BT H, XL token AILAZ
3. Fi8. T, EE2E TGS, Tokenization 2 NLP H9E—4, BHIZEZINEELEMOITHME. ~E
KA tokenizer EBATFABMNBIZS, UTE/LME LA tokenizer RESF R,

5.2.1 Word-based Tokenizer

Word-based Tokenizer 2 &S EMI—M DAL E. ERFNMREBINTRF SO EILRE, XMTEN
MRETHRSMNER, 5TXH, B5AXNESNERARN. AN, SEEFE-LHENRS, WIELER
815 (O0V, out-ofvocabulary) MFHiE, MEH1E (2“New York”) 4EHE1E (20"don't”) AYLIEtHAES
¥4, LS, Word-based Tokenizer EZMERENES I thZ@EIM AR, AA—EEE (WHX. AX) REEX
NERE TS

Al

Input: "Hello, world! There is Datawhale."

Output: ["Hello", ",", "world", "!", "There", "is", "Datawhale", "."]

EXMIFH, MANAFEDEB—RIBFNITEGES, S EARTATSEHIERN— K token,
5.2.2 Character-based Tokenizer

Character-based Tokenizer & X AFRETFRFUA—TIRILEY token, XMFIERIFEBMLAIENE, &
ATHEHEER. REFRFHFE. ATETFREE—TIRILA token, FILXFNTT AR AR EIIFE B
EEHITE. INT-ERENNATS, NERNESRFRLEREREFZENMES, FEH. B2, XA
EMZTE token FHIRGIFE K, BN T RENITEEREMIIZEE, L, FRRODEFTEZER—LE



TARNEXER, (ERFEEENIER T,
aN/E

Input: "Hello"
Output: ["H", lleH, lll"’ lllll, lloll]

XN FR, BiFHello"# D BRENFR, BTFMHEN—TIRILA token, XM ARBLIEEAESHF
&R, BBEMANREE.

5.2.3 Subword Tokenizer

Subword Tokenizer N FIFHIFRF 28], BEGSEIFHETE 5 IFRMRENLIERE FKIDHIEESN ., Subword
Tokenizer X BIBER A EIRLLREE/NNRLL, BXEFRHEKR, XFERELMERIE, XEERE—E
MIEXER. BINTFIE91E75EEHE BPE. WordPiece 1 Unigram,

(1) Byte Pair Encoding (BPE)

BPE R—METHITAZE, BIRESGHINIRESNFRAFHFIINRERFIEEH, XM ENRNRETEE
BNSA, SBEBLERITNFELNE, RNFRSFRENIFHEAN, BPENEGATRERBKRRELHN, EHIEN
RESNFRANEHMMFIE, BERARFEMSEXNGIAEESMIFRY.

il

Input: "lower"
Output: ["low", "er"]

Input: "newest"

Output: ["new", "est"]

XM FH, BiF lower"#5 ElpkFE"low M er”, M newest"#X 73 Bl new f"est”, XM AR RILLIET
WFMEAR, R®IFTRIENEREXEN,

(2) WordPiece

WordPiece R2—HMETFFINDESE, SYATARM BERT HE, 5 BPE £, WordPiece BIHZANLF
ARSI ARERERMRS, BEAHFINETIEESHBNMAL. WordPiece RISLEIREBRALERS
FEENTA, F8AEREES R NATESIIRE,

il

Input: "unhappiness"”
Output: ["un", "##happiness"]

EXMMEIFH, BiE"unhappiness"#7 EIR Fid un"fl“##happiness”, EF“##" RAX2—TERFid, @i
XA, WordPiece BEBSEIFHAMES S1EIMNIRAEE, REBEZAIENER.

(3) Unigram



Unigram 785 EZETHRER, BdAEEEHRaBMENFERSEINA, Unigram g8 2B )IZESRE
AR, AJMAMESTESARERRX A, Unigram BEISHENFEDER— IR, ASREXLEHRHAT

gD El.

ANk

Input: "unhappiness"

Output: ["un", "happiness"]

Input: "newest"

Output: ["new", "est"]

FEXMEIFH, Bidg“unhappiness"# % ElpF1d“un"fl"happiness”, mM“newest"# % &I new"fl"est”, X7
B MERERNAHAIET FEI0E, FESEERENGIBESEFERIIR.

=¥ Tokenizer FiA#EHEEF ENNAIFSFMHRE, EFESH Tokenizer W FBRIESMIBEBIBINERE
go

5.2.4 lI&—1" Tokenizer

XEBHAVERER BPE E3E#Z4—1 Subword Tokenizer, BPE 2—MEBEMARN DTS E, BEISLIERE
FIRMFELE, BRRFER/EIEREAN, B ER Hugging Face B9 tokenizers FEIZ—> BPE
Tokenizer,

Step 1: RIS NIKHIE

B, BIEELE tokenizers [, PRILZINEFTELRL datasets ] transformers FE, FIFINEIZGEIE
o)l Z45E R fEHY Tokenizer,

pip install tokenizers datasets transformers
RE, SAMENE.

import random
import json
import os
from transformers import AutoTokenizer, PreTrainedTokenizerFast
from tokenizers import (
decoders,
models,
pre_tokenizers,
trainers,
Tokenizer,
)
from tokenizers.normalizers import NFKC

from typing import Generator

Step 2: MNFIIZRENE



XEHANVEASTZGERNEIES (LB EFEIVERFFHREIES) illZktokenizer, FI{ERA
code/download dataset.sh ] code/deal dataset.py FEFIFTIACIBENIESS.

E BTHESEX, JRaSBEIIGERETAEAE. BARTBAFEIBN, BINFEIEFHDE)
Mo EIEEATINSINIE, EEBE Github BEPREFR T IIZIFH tokenizer, FIERE(ER,

def read texts_ from jsonl(file path: str) -> Generator[str, None, None]:
" EERISONLX RS REUASIE" "
with open(file path, 'r', encoding='utf-8') as f:
for line num, line in enumerate(f, 1):
try:
data = json.loads(line)
if 'text' not in data:
raise KeyError(f"Missing 'text' field in line {line num}")
yield data[ 'text']
except json.JSONDecodeError:
print (f"Error decoding JSON in line {line num}")
continue
except KeyError as e:
print(e)

continue

Step 3: SIRECE XX

1ElIZ% BPE Tokenizer 28, BAIBELIE—1TEM Tokenizer ECEXY, BFE tokenizer config.json
special tokens map.json , XEEXHENT Tokenizer HISENFUFIAIRIC, AT IIZFMEL
Tokenizer , ALY chat template Ff15 gwen2.5 BEURIF—I,

def create tokenizer config(save dir: str) -> None:
"Bl tokenizer iR E XXM "
config = {
"add bos token": False,
"add_eos_token": False,
"add prefix space": False,
"bos_ token": "<|im start|>",
"eos token": "<|im end|>",
"pad token": "<|im end|>",
"unk_token": "<unk>",
"model max length": 1000000000000000019884624838656,
"clean_up_ tokenization spaces": False,
"tokenizer class": "PreTrainedTokenizerFast",
"chat template": (

"{% for message in messages %}"

"{% if message[ 'role'] == 'system' %}"
"<|im start|>system\n{{ message['content'] }}<|im end|>\n"
"{% elif message['role'] == 'user' %}"

"<|im start|>user\n{{ message['content'] }}<|im end|>\n"

"{% elif message['role'] == 'assistant' %}"

"<|im start|>assistant\n{{ message['content'] }}<|im end|>\n"
"{% endif %}"

"{% endfor %}"



"{% if add_generation prompt %}"
"{{ '<|im start|>assistant\n' }}"
"{% endif %}"

# REFEEREXMH

with open(os.path.join(save dir, "tokenizer config.json"), "w", encoding="utf-8") as
json.dump(config, f, ensure_ascii=False, indent=4)

# Bl##special tokens map.json
special tokens map = {

"bos_token": "<|im start|>",

"eos token": "<|im end|>",

"unk token": "<unk>",

"pad_token": "<|im end|>",

"additional special tokens": ["<s>", "</s>"]
}

with open(os.path.join(save_dir, "special tokens map.json"), "w", encoding="utf-8") as

json.dump (special_ tokens map, £, ensure_ascii=False, indent=4)

Step 4: i)llZ% BPE Tokenizer

7EillZ% BPE Tokenizer ZHi, BINFEEX—INZRRE, ATFZ Tokenizer HRTFIZREFAY Tokenizer 314,
XEBEFHIMER tokenizers FEHHY Tokenizer ZENEJ|Z: BPE Tokenizer,

A AERIFANIE)IER Tokenizer B, BCE 7 —LE457%09 token, 0 <unk> . <s>. </s>. <|im start|> F[
<|im_end|> , XYt token AIFHRICARENE. B FRIFRMER, ARSHERNFFRMER ., XLEHFFR token BILAES
R B YT IR AR KR, IRSRELAZHEEN MR,

def train_ tokenizer(data_path: str, save dir: str, vocab_size: int = 8192) -> None:
"G FHRFEE X tokenizer """

os.makedirs(save_dir, exist_ok=True)

# #iafttokenizer

tokenizer = Tokenizer(models.BPE(unk_token="<unk>"))

tokenizer.normalizer = NFKC() # nIIXXAHEMN

tokenizer.pre_tokenizer = pre_tokenizers.ByteLevel(add prefix space=False)

tokenizer.decoder = decoders.ByteLevel()

# EE4 T ktoken
special tokens = [
"<unk>",
"<sg>",
"</s>",
"<|im start|>",

"<|im_end|>"



# BB

trainer = trainers.BpeTrainer (
vocab_size=vocab_ size,
special_tokens=special_tokens,
min_ frequency=2, # Es{EimiaidiE
show_progress=True,

initial alphabet=pre_ tokenizers.ByteLevel.alphabet()

# J)ll%tokenizer

print(f"Training tokenizer with data from {data path}")
texts = read_texts_from jsonl(data_path)
tokenizer.train from iterator(texts, trainer=trainer,

length=os.path.getsize(data_path))

# IIE4S5ktokenBR Y

try:
assert tokenizer.token to id("<unk>") == 0
assert tokenizer.token to_id("<s>") == 1
assert tokenizer.token to id("</s>") == 2
assert tokenizer.token to id("<|im start|>") == 3
assert tokenizer.token to id("<|im end|>") == 4

except AssertionError as e:
print ("Special tokens mapping error:", e)

raise

# {R{FtokenizerXff

tokenizer.save(os.path.join(save dir, "tokenizer.json"))

# RIEREXH
create tokenizer config(save dir)

print (f"Tokenizer saved to {save_dir}")

Step 5: {EAIIIZ4FRY Tokenizer

AT LAMERIZR0FAY Tokenizer SRAMEX AR, WRIB. MRS, £XEE, THE—THENRE, BRT
W{al{E AR 1F A0 Tokenizer SEAMNESTAEIE,

def eval tokenizer (tokenizer path: str) -> None:
" fttokenizerIgE" " "
try:
tokenizer = AutoTokenizer.from pretrained(tokenizer_path)
except Exception as e:
print (f"Error loading tokenizer: {e}")

return

# MIHEARREM

print("\n=== TokenizerEXRFE ===")

print(f"Vocab size: {len(tokenizer)}")

print (f"Special tokens: {tokenizer.all special tokens}")

print(f"Special token IDs: {tokenizer.all special ids}")



# MHERAER
messages = [
"system", "content": "fRE—TAIBIF. "},

{"role": "user", "content": "How are you?"},

{"role"

{"role": "assistant", "content": "I'm fine, thank you. and you?"},
{"role": "user", "content": "I'm good too."},

{"role": "assistant", "content": "That's great to hear!"},

print("\n=== HIRERML ===")

prompt = tokenizer.apply chat template(
messages,
tokenize=False,
# add_generation prompt=True

)

print("Generated prompt:\n", prompt, sep="")

# MXYRiD RS
print("\n=== REBELNL ===")
encoded = tokenizer(prompt, truncation=True, max_ length=256)

decoded = tokenizer.decode(encoded["input ids"], skip_ special_tokens=False)

print ("Decoded text matches original:", decoded == prompt)

# M4k tokendbig

print ("\n=== $§7ktokenbIE ===")

test text = "<|im start|>user\nHello<|im end|>"
encoded = tokenizer(test text).input_ ids
decoded = tokenizer.decode(encoded)
print(f"Original: {test_text}")

print (f"Decoded: {decoded}")

print("Special tokens preserved:", decoded == test_text)

eval tokenizer('your tokenizer path')

OuT:

=== TokenizerEAKFE ===

Vocab size: 6144

Special tokens: ['<|im start|>', '<|im end|>', '<unk>', '<s>', '</s>']
Special token IDs: [3, 4, 0, 1, 2]

=== PIRBERMWL ===

Generated prompt:

<|im start|>system

RR—TAIBIF., <|im_end|>

<|im start|>user

How are you?<|im end|>

<|im start|>assistant

I'm fine, thank you. and you?<|im end|>

<|im start|>user



I'm good too.<|im end|>
<|im start|>assistant

That's great to hear!<|im end|>

——= FBREE ===

Decoded text matches original: False

=== 1§ tokenftIE ===
Original: <|im start|>user
Hello<|im end|>

Decoded: <|im start|> user
Hello<|im end|>

Special tokens preserved: False

5.3 Fiilll&—1/NELLLM

ARENETH, HMNATT SMHAREORESN, URMaaEilZTokenizer, EARTH, BANEEHFIIG—
TNFAZEHHLLM,

5.3.1 ZUETE

B, BNFETHMIGEES. a8, BMERMTTENEIES, 88T KREMNFSHELE, FTUAT
WERSHIEE RAEEL,

o WEEFIGRFFREES: HiTREFIGEFBEAXASESARKENITT. B8, BF, BZE. FRE
B, BFE. KT TF. #E¥ . ERSFSHAFRRBNEIEHITLEE R ZEMERARIESERITIIGE
#, SEAMTE 10B Token,

e BelleGroup: 3508 FHAXMIERIESR, B2 7T ANMNIE. AAE. AVSHES ZMINELEE, TUATII
ZINEERARE,

# THEINIGETES
os.system("modelscope download --dataset ddzhul23/seg-monkey

mobvoi seq monkey general open_corpus.jsonl.tar.bz2 --local dir your local dir")
# FRETNSREES

os.system("tar -xvf your local dir/mobvoi_ seq monkey general open corpus.jsonl.tar.bz2")

# THSFTEIES
os.system(f 'huggingface-cli download --repo-type dataset --resume-download

BelleGroup/train 3.5M CN --local-dir BelleGroup')

# 1 QIRFIISREUE
def split text(text, chunk size=512):
AR RIS R

return [text[i:it+chunk size] for i in range(0, len(text), chunk size)]

input file = 'mobvoi seq monkey general open corpus.jsonl'



with open('seq monkey datawhale.jsonl', 'a', encoding='utf-8') as pretrain:
with open(input file, 'r', encoding='utf-8') as f:
data = f.readlines()
for line in tgdm(data, desc=f"Processing lines in {input file}", leave=False): #
NIATR BRI E 5
line = json.loads(line)
text = line[ 'text']
chunks = split text(text)
for chunk in chunks:

pretrain.write(json.dumps({'text': chunk}, ensure ascii=False) + '\n')
# 2 {IESFTEIE

def convert message(data):

nmun

BRI EIRFE IR N ITERT
message = [
{"role": "system", "content": "{RE—TAIBIFE"},
1
for item in data:
if item[ 'from'] == 'human':
message.append({'role': 'user', 'content': item['value']})
elif item['from'] == 'assistant':
message.append({'role': 'assistant', 'content': item['value']})

return message

with open('BelleGroup sft.jsonl', 'a', encoding='utf-8') as sft:
with open('BelleGroup/train 3.5M CN.json', 'r', encoding='utf-8') as f:
data = f.readlines()
for item in tgdm(data, desc="Processing", unit="lines"):
item = json.loads(item)
message = convert message(item[ 'conversations'])

sft.write(json.dumps (message, ensure ascii=False) + '\n')

5.3.2 i)llZ Tokenizer

8%, BIEEANAKLLEIZ—Tokenizer, TokenizerfIEF R XA AN FFF, DMEEEREGEIEFFA
SR, BAVERNEBIEER DllEEFEIEFITREES , XITBIEEEE T ARENPIXXXALE, AT

#Tokenizer,

1 BTFEIRERAK, MRARERBCSAHEN
FHITokenizer, KRAIMNERFER., IRAXKEBEB DI

ZGENEHELERIE, FIMERXER(NEHR T —TELIILK
ZEVIE, AJIASETENBE.

python code/train_tokenizer.py

import random
import json
import os

from transformers import AutoTokenizer, PreTrainedTokenizerFast


https://www.modelscope.cn/datasets/ddzhu123/seq-monkey/files

from tokenizers import (
decoders,
models,
pre_tokenizers,
trainers,
Tokenizer,
)
from tokenizers.normalizers import NFKC

from typing import Generator
random.seed(42)

def read texts from jsonl(file path: str) -> Generator[str, None, None]:
" RERISONL Y RS RIS AR
with open(file_path, 'r', encoding='utf-8') as f:
for line num, line in enumerate(f, 1):
try:
data = json.loads(line)
if 'text' not in data:
raise KeyError(f"Missing 'text' field in line {line num}")
yield data[ 'text']
except json.JSONDecodeError:
print (f"Error decoding JSON in line {line num}")
continue
except KeyError as e:
print(e)

continue

def create_tokenizer config(save dir: str) -> None:
" IR E M tokeni zer BB M "
config = {
"add_bos_token": False,
"add_eos_token": False,
"add prefix space": True,
"bos_token": "<|im start|>",
"eos token": "<|im end|>",
"pad_token": "<|im end|>",
"unk_token": "<unk>",
"model_max_length": 1000000000000000019884624838656,
"clean_up_ tokenization_ spaces": False,
"tokenizer class": "PreTrainedTokenizerFast",
"chat_ template": (
"{% for message in messages %}"

"{% if message[ 'role'] == 'system' %}"
"<|im start|>system\n{{ message['content'] }}<|im end|>\n"
"{% elif message['role'] == 'user' %}"

"<|im start|>user\n{{ message['content'] }}<|im end|>\n"

"{% elif message[ 'role'] == 'assistant' %}"

"<|im start|>assistant\n{{ message['content'] }}<|im end|>\n"
"{% endif %}"

"{% endfor %}"

"{% if add generation prompt %}"



"{{ '<|im_start|>assistant\n' }}"
"{% endif %}"

# RIEFEEREXMH

with open(os.path.join(save dir, "tokenizer config.json"), "w", encoding="utf-8") as
json.dump(config, f, ensure_ascii=False, indent=4)

# Bli#special tokens map.json
special_ tokens _map = {

"bos_ token": "<|im start|>",

"eos _token": "<|im end|>",

"unk_ token": "<unk>",

"pad_token": "<|im end|>",

"additional special tokens": ["<s>", "</s>"]
}

with open(os.path.join(save_dir, "special tokens map.json"), "w", encoding="utf-8") as
json.dump(special tokens map, f, ensure ascii=False, indent=4)

def train tokenizer(data_path: str, save dir: str, vocab_size: int = 8192) -> None:
"l EHREFEE X tokenizer" "

os.makedirs(save_dir, exist_ok=True)

# A tokenizer

tokenizer = Tokenizer (models.BPE(unk_ token="<unk>"))

tokenizer.normalizer = NFKC() # mniIIXARSEY

tokenizer.pre_ tokenizer = pre_ tokenizers.ByteLevel(add_prefix space=False)

tokenizer.decoder = decoders.ByteLevel()

# BCE457ktoken
special tokens = [
"<unk>",
"<g>",
"</s>",
"<|im_start|>",

"<|im end|>"

# BB

trainer = trainers.BpeTrainer (
vocab_size=vocab_ size,
special tokens=special_ tokens,
min_frequency=2, # IE&EMETIE
show_progress=True,

initial_ alphabet=pre_tokenizers.ByteLevel.alphabet()

# % tokenizer
print(f"Training tokenizer with data from {data path}")



texts = read texts_from jsonl(data path)
tokenizer.train from iterator(texts, trainer=trainer,

length=os.path.getsize(data path))

# 0I5k tokenREY

try:
assert tokenizer.token to_id("<unk>") == 0
assert tokenizer.token_to_id("<s>") == 1
assert tokenizer.token to_id("</s>") == 2
assert tokenizer.token to id("<|im start|>") == 3
assert tokenizer.token to id("<|im end|>") == 4

except AssertionError as e:
print("Special tokens mapping error:", e)

raise

# {R{FtokenizerXf{f

tokenizer.save(os.path.join(save dir, "tokenizer.json"))

# BIEREXH
create_tokenizer config(save_dir)

print (f"Tokenizer saved to {save dir}")

def eval tokenizer (tokenizer path: str) -> None:
""" ttokenizerIJgE" " "
try:
tokenizer = AutoTokenizer.from pretrained(tokenizer path)
except Exception as e:
print (f"Error loading tokenizer: {e}")

return

# WHEREE

print("\n=== TokenizerEXRFE ===")

print (f"Vocab size: {len(tokenizer)}")

print (f"Special tokens: {tokenizer.all special tokens}")

print(f"Special token IDs: {tokenizer.all special_ ids}")

# ML EIRAZENR
messages = [
{"role": "system", "content": "{RE—TAIBNF. "},

{"role": "user", "content": "How are you?"},

{"role": "assistant", "content": "I'm fine, thank you. and you?"},

{"role": "user", "content": "I'm good too."},

{"role": "assistant", "content": "That's great to hear!"},

BIRAERIL ===")
prompt = tokenizer.apply chat template(

print("\n==

messages,
tokenize=False,
# add_generation prompt=True

)

print("Generated prompt:\n", prompt, sep="")



# MRS RS

print("\n=== RBRBNE ===")

encoded = tokenizer(prompt, truncation=True, max_length=256)

decoded = tokenizer.decode(encoded["input ids"], skip_ special tokens=False)

print ("Decoded text matches original:", decoded == prompt)

# MiAHEktokenihIE

print("\n=== 4¥ktokenibiE ===")

test_text = "<|im start|>user\nHello<|im end|>"
encoded = tokenizer(test_text).input ids
decoded = tokenizer.decode(encoded)
print(f"Original: {test text}")

print (f"Decoded: {decoded}")

print("Special tokens preserved:", decoded == test_ text)

def main():
# BRI
data path = "your data path"

save_dir = "tokenizer k"

# llZktokenizer

train_ tokenizer(
data_path=data_ path,
save_dir=save dir,

vocab size=6144

# 1Ffitokenizer
eval_ tokenizer(save_dir)

if _ name == main__ ':

main()

TR Z BRI AAT LAME eval tokenizer() ik Tokenizer BITHEE, HE{R Tokenizer IEE TE, EXMEEN
o, BRATEIINE)IZIFH Tokenizer, ZABMIR T Tokenizer WEARBIM . BIFRIENR. HIBRBEINEE, XL
W AT ABE BY A 13EIIE Tokenizer BIEFAM, MREREZIES ITIF. ERNMERN:

OUT:

=== TokenizerEAKFE ===

Vocab size: 6144

Special tokens: ['<|im start|>', '<|im end|>', '<unk>', '<s>', '</s>']
Special token IDs: [3, 4, 0, 1, 2]

=== PIRBERMWL ===
Generated prompt:

<|im start|>system
fRE—TAIBF, <|im _end|>
<|im start|>user

How are you?<|im end|>



<|im start|>assistant

I'm fine, thank you. and you?<|im_end|>
<|im start|>user

I'm good too.<|im end|>

<|im start|>assistant

That's great to hear!<|im end|>

=== HBRENL ===

Decoded text matches original: False

=== $FFftokenfbiE ===
Original: <|im_start|>user
Hello<|im end|>

Decoded: <|im start|> user
Hello<|im end|>

Special tokens preserved: False

5.3.3 Dataset

PretrainDataset

EBEIERENZIER 28], B REHIT - LABEA TR A IER N NEEE ﬁ]szﬂﬁcpﬂ’]Token EXERNE
FIH92PytorchfDatasetss, FAFMEBHIEE. HITEX T — Pretrainpataset 2, FTFINE S FILIEIFAOER
EE ., B IR T torch.utils.data.IterableDataset SEENIZEIELE, X{FE ﬁﬂ]jlf}\ﬁ%/ﬁ SR
IR,

from torch.utils.data import Dataset

class PretrainDataset(Dataset):
def  init (self, data_path, tokenizer, max_ length=512):

super().__init_ ()

self.data_path = data path

self.tokenizer = tokenizer

self.max_length = max length

self.padding = 0

with open(data_path, 'r', encoding='utf-8') as f:
self.data = f.readlines()

def _ len_(self):

return len(self.data)

def getitem (self, index: int):
sample = json.loads(self.data[index])
text = f"{self.tokenizer.bos token}{sample[ 'text']}"
input id = self.tokenizer(text).data['input ids'][:self.max length]
text_len = len(input id)
# IR AKERNEIRED
padding len = self.max length - text len
input id = input id + [self.padding] * padding len
# ORTAITEIREK



loss mask = [1] * text len + [0] * padding len

input id = np.array(input_ id)

X = np.array(input_id[:-1]).astype(np.int64)

Y = np.array(input id[1l:]).astype(np.int64)
loss_mask = np.array(loss mask[l:]).astype(np.int64)

return torch.from numpy(X), torch.from numpy(Y), torch.from numpy(loss_mask)

?‘:EU\J:{‘EEQ*D53EJL\XEH:|', Pretrain Dataset T EEIF text B tokenizer FRIREL input_id, REIE
input_id {FPM x M v, HF x H input_id BIEI n-1 PITE, Y B input_id BIfF n-1 D=,
m%ﬂﬁkEEE%%ﬁEW%EE%EﬁEE%,W%&EX%EﬁEﬁ%O

4 3\ 4 N\ 4 ) 4 N\ 4 N\ 4 A 4 N\ 4 N\ [ ]
Input ids
\_ y & VRN J U VRN J U VRN J U J
4 N 4 N 4 ) 4 N\ 4 N 4 N 4 N\ 4 N
& J O J O J O J O J U J J O J
4 N\ 4 ) 4 ) 4 ) 4 N 4 ) 6 ) [ ]
| J - J . J L J \ J L J - J

tossmask (L) (L)L)

5.3 Tl R R TR

B RAIRT T 2 max length=9 BTRYLLIRITFE
o HWANFS: [(BOS, T1, T2, T3, T4, T5, T6, T7, EOS]
o HAIFS:
o X: [BOS, Tl, T2, T3, T4, T5, T6, T7] — BEIGA FTX
o Y: [T1, T2, T3, T4, TS5, T6, T7, E0s] — IEERIFNEIR
o IKIEHE:
o BMMIE: (0, 1, 1, 1, 1, 1, 1, 1, 1] — {XTI-EOSit&EHik

SFTDataset

SFTDataset HELE—TZHIMNEHIESR, HMNNEMFIUREZRWOAITZHXTE, X T EBIINEAZ
F—BRIEARS, WEESRRIERE.

class SFTDataset(Dataset):
def _ init_(self, data path, tokenizer, max length=512):
super().__init_ ()
self.data path = data path

self.tokenizer = tokenizer



self.max_length = max length
self.padding = 0

with open(data path, 'r', encoding='utf-8') as f:

self.data = f.readlines()

def len (self):
return len(self.data)

def generate loss_mask(self, input_ ids):
# 4R loss mask, 0 FRnAITEML, 1 RRITEREL
mask = [0] * len(input_ids)
a_sequence = [3, 1074, 537, 500, 203] # <|im_start|>assistant\n
a_length = len(a_sequence)
n = len(input_ids)

i=0

while i <= n - a length:
# MEARUEES TR BN FFT
match = True
for k in range(a_length):
if input ids[i + k] != a sequence[k]:
match = False
break
if match:
# MFRFIIEROMETFIREXE —T4, 4 H <|im_end|> EOS id
j = None
for idx in range(i + a_length, n):
if input ids[idx] == 4:
j = idx
break
if j is not None:
start = i + a_length
end = j # ZERMUERN; (B54)
# WRCXEAL (BfEstartElend)
if start <= end:
for pos in range(start, end + 1):
if pos < len(mask):
mask[pos] = 1
# BRI HRIFFT, BRESIER
i += a_length
else:
i+=1

return mask

def  getitem (self, index: int):
sample = json.loads(self.data[index])
text = self.tokenizer.apply chat template(sample, tokenize=False,
add_generation_prompt=False)
input id = self.tokenizer(text).data['input ids'][:self.max length]
text len = len(input_id)
# RN RKERRIRED

padding_len = self.max_length - text len



input_id = input_id + [self.padding] * padding len
# ORIAITEMK

loss_mask = self.generate loss_mask(input_id)

input_id = np.array(input_id)

X = np.array(input_id[:-1]).astype(np.int64)

Y = np.array(input_id[1l:]).astype(np.int64)

loss mask = np.array(loss mask[l:]).astype(np.int64)

return torch.from numpy(X), torch.from numpy(Y), torch.from numpy(loss_mask)

£ SFT e, XEFERANEZRMNERIES, MUMKGEXSMLEAEFTEITEREL, MEUETFLFTEITERK.
A EENREBA, FEAT — generate loss mask HRECRAER loss mask , XTRTERRARLER
loss mask, HH loss mask BOERFINE: ZHiBF| |<im start|>assistant\n B, FAFIRITTEHLK, BE
1BE] |<im_end|> Mk, X ARIERAIAOZEETE SFT M ER RITE LRI TERND, WNES.4FR.

Input 1ds

4 N\ 4 N\ 4 N\ 4 N\ 4 N\ 4 N\ 4 N\ 4 3

. J & VRN \ J O J J J J
A A A A A A y A
4 Y 4 N\ 4 N\ 4 N\ 4 N\ 4 N\ 4 N\ 4 N\
L . 4 (. J L J A J | J - J (. J o J
4 N\ 4 N\ 4 N\ 4 N\ 4 N 4 Y 4 N\ 4 N\
\_ J U J U J Yy € VRN J VRN J

[E5.4 SFT ik RETE

BIIME R, HESL SFT Dataset ] Pretrain Dataset 89 x 1 v 2—1#89, R 27F SFT Dataset HEIEELEH—T
loss_mask RITICHILEERTEITEMK, MEMERFTEITENK, B Input ids PREE/NGEMEAI

MEE, FMAREERERZS)MNMS ., FIUATE loss mask 1, BE/NAEWNNUESSEE, HtUEEKE,

EES loss_mask ARV 1 WNMIMIEITTEMK, 0 WNIUEATTERK.

5.3.4 FiillZk

EEUETANMIETERE, BATM AT AT R IISEE T, ﬁﬂ‘]ﬁﬁﬁE’Jﬁﬁ%—/\iﬂuamaziﬁ’]—ﬁéﬂ’] Decoder only
Transformert&2Y, ﬁ%Pytorch;&I)w TERARETE code/k_model.py X, MWATREER, JRIBHHIFHIF
SCERR, BBAEZRIMNNEFRBEFANNA.

EREX MY AIUNERE - N EMVRE R IITLIEMokenky, FIMESE k_model.py XHHEY

Transforerm ;E':F'E’\J generate H/fo

@torch.inference_mode()
def generate(self, idx, stop id=None, max new tokens=256, temperature=1.0,
top_k=None) :

BEBMANFS idx (FPRA (bz,seq_len) MKBHEKS) , BIZIREMF token RFEAFI,



£ model.eval() RIFIEIT. MEBEIIRIEIRE, RBEMAHK/v cache,

index = idx.shape[1l]
for _ in range(max_new_tokens):

# MRFI L TFXEK, BHERREAKE

idx cond = idx if idx.size(l) <= self.args.max seq len else idx[:,

self.args.max_seq len:]

# BIEERBRIREFIPHRE—TMIEN logits
logits = self(idx_cond).logits
logits = logits[:, -1, :] # RREBHRE—TKNESHNH L

if temperature == 0.0:
# GERRBRRERNRSI
_, 1dx_next = torch.topk(logits, k=1, dim=-1)
else:
# MEHN logits HMNA softmax
logits = logits / temperature
if top_k is not None:
v, _ = torch.topk(logits, min(top_k, logits.size(-1)))
logits[logits < v[:, [-1]]] = -float('Inf')
probs = F.softmax(logits, dim=-1)

idx_next = torch.multinomial(probs, num samples=1)

if idx_next == stop_id:

break

# BREFNRSIRINEIFS P H AL

idx = torch.cat((idx, idx next), dim=1)

return idx[:, index:] # FHiRE4AItoken

£ generate HiEM, HATEHKENFIIFRE—TMEMN logits, REETIXL logits ERFIAY token,
1&E, £HMFT token SWARIMEIFT D, BEEEEPEERT— token , BT XFERTFE, FHBEBLE

PRSTEHIX A,
EIRMEREENED, JIZMRE!

T EERTEABHTREEIGE, FEETE --data_path SEAFTLMRIFAIEIEERRE, Bl -
data_path seq monkey datawhale.jsonl, W EEIETEEAMLKGPURITIIZ, FIa0 --gpus 0,1,

def get 1lr(it, all):

HEIINERNE IR, ERARZTBRAHERE

WarmupfE&: FSJERMOLMEIEKEBiRE SR
RIZBAMEL: FIRBRZARNBRBE R/ NFEI TR

FIIRFEREE:
1.
2.
3. BHIIGSEHE: RESNEIR



Args:
it (int): HEERLSE
all (int): SIERTE

Returns:

float: HEIZEHIINMAFEI]E

warmup iters = args.warmup iters # FRFECIRER

lr decay iters = all # ZFIRZFHBIERIRE
min lr = args.learning rate / 10 # s/I\FIE, RYNIAFIEL/10

# WarmupPER: ZRHFIgK
if it < warmup_ iters:

return args.learning rate * it / warmup_ iters

# BRINGSH: RiSRNEIR
if it > 1lr decay iters:

return min lr

# RZBKHER

decay ratio = (it - warmup iters) / (lr_decay iters - warmup iters)
assert 0 <= decay_ratio <=1

coeff = 0.5 * (1.0 + math.cos(math.pi * decay ratio)) # RILZRLN

return min lr + coeff * (args.learning rate - min 1lr)

def train epoch(epoch):

YZx—"epochHI R EL

ST SERBAIGER, B1E:
1. BUEMEIREER

2. WSFEIRFR

3. RIEEENRKRITE

4. BEENNREIER

5. HBEMBEAMAREN

6. BFRICRMNERRE

Args:
epoch (int): HHlepochmS

start_time = time.time() # ICFEFIARTIE

# WBHEEINEEEPIE N batch
for step, (X, Y, loss mask) in enumerate(train loader):
# EEREBZEIIEEIRE (cpPUu/CPU)
X = X.to(args.device) # HINF7I
Y = Y.to(args.device) # BinF%l
loss_mask = loss_mask.to(args.device) # #Mi%ki#id, FFZBpadding token

# THEIRISENFE SR
lr = get_lr(epoch * iter per epoch + step, args.epochs * iter per epoch)

# B STAESRANFEIXR



for param group in optimizer.param_ groups:

param _group[ 'lr'] = 1lr

# EREEREIIELTX
with ctx:
# HIE{ETE
out = model (X, Y)
# TEMRHBRURRSY (BTHERR)
loss = out.last_loss / args.accumulation_steps
# J8loss maskBIFH—4
loss_mask = loss_mask.view(-1)
# NABEITERRRA (BipaddingfiE)

loss = torch.sum(loss * loss mask) / loss_mask.sum()

# {EMscalerHTEGHRENROERE

scaler.scale(loss) .backward()

# Haccumulation stepsTHHIT—IRIMILZZER

if (step + 1) % args.accumulation_ steps ==
# BUBRES N, HEEBEERE
scaler.unscale (optimizer)
# WBEFE, [HIEEEIRIE

torch.nn.utils.clip grad norm (model.parameters(), args.grad clip)

# PATRARIR
scaler.step(optimizer)
# BEHiscalerMBEHEAF

scaler.update()

# BEME, set_to none=TrueR]IATERNF

optimizer.zero grad(set_to none=True)

# Slog interval&icFEF—RAE

if step % args.log interval == 0:
spend_time = time.time() - start_time
# FTENIZRHERER
Logger (

"Epoch:[{}/{}1({}/{}) loss:{:.3f} 1lr:{:.7f} epoch Time:{}min;'.format (
epoch + 1,
args.epochs,
step,
iter per_ epoch,
loss.item() * args.accumulation steps, # MREHEZLHAloss(E
optimizer.param groups[-1]['1lr'],

spend_time / (step + 1) * iter per epoch // 60 - spend time // 60))

# WREAswanLab, 1CFIIZGIENR
if args.use_swanlab:
swanlab.log({
"loss": loss.item() * args.accumulation_steps,
"lr": optimizer.param groups[-1]['lr']

})



# Ssave interval B {R{F—/RIEE!
if (step + 1) % args.save interval == 0:
model.eval() # tIHBRENHEIED
# MERNERXHR
ckp =
f'{args.save dir}/pretrain {lm config.dim} {lm config.n layers} {lm config.vocab size}.pth

# WIBZRRF: WREDataParallelt®RB, FEiAE.module/ElE

state dict = model.module.state_dict() if isinstance(model,
torch.nn.DataParallel) else model.state_dict()

torch.save(state dict, ckp)

model.train() # YIRENIZEI

# |20000 S REF—THLSBAMCHNER
if (step + 1) % 20000 == O0:
model.eval()
# MEHSHRNERXGR
ckp =
f'{args.save dir}/pretrain {lm config.dim} {lm config.n layers} {lm config.vocab size} ste
p{step+1}.pth'

# REFRELREFH

state_dict = model.module.state dict() if isinstance(model,
torch.nn.DataParallel) else model.state dict()

torch.save(state dict, ckp)

model.train()

def init model():

VA AR BN 2 1525

IhEEEIE:

N D1E83
fli#TransformertE#Y
BREZGruHTIIZ (WRTA)
BERBHEETEIRE
SITHITENRE S8 E

au & W N

Returns:
tuple: (model, tokenizer) #IAMLEHIEELIFID1E2:

def count parameters(model):

nwnon

FIHRAR A4S MR E

Args:
model: PyTorchi&fl

Returns:



int: ANIZGSEEE

nmun

return sum(p.numel() for p in model.parameters() if p.requires grad)

# MZAHBERZINETRNIZRRY 7 E 25

tokenizer = AutoTokenizer.from pretrained('./tokenizer k/')

# RIEECESIE Transformeri&iY

model = Transformer (lm config)

# SEENL: REFTAHcPUHEHIRBEDataParallel

num_gpus = torch.cuda.device_count()

if num gpus > 1:
Logger (f£"Using {num gpus} GPUs with DataParallel!")
# {fFDataParallel BIRIEE AT FZcPUl)llZk
model = torch.nn.DataParallel (model)

# BEEBHIIEEIRE (GPUBLCPU)

model = model.to(args.device)

# TTEHITERESHE (LB R NEA)
Logger (f'LLMEZHE: {count parameters(model) / le6:.3f} BA')

return model, tokenizer

if name == "_main_ ":
# = === BLTBWMBT == —=

parser = argparse.ArgumentParser (description="Tiny-LLM Pretraining")

# Eil&GS%

parser.add_argument("--out_dir", type=str, default="base model 215M", help="1ZEVEHH
E")

parser.add argument("--epochs", type=int, default=1, help="JJIIZ®E")

parser.add argument("--batch size", type=int, default=64, help="#L/xAK/]")

parser.add argument("--learning rate", type=float, default=2e-4, help="Z3J&F")

parser.add argument("--device", type=str, default="cuda:0" if
torch.cuda.is_available() else "cpu", help="JllZKiZ&")

parser.add argument('--dtype", type=str, default="bfloatl6", help="#fiEHE")

# ZIRRAEIEINE S

parser.add_argument("--use swanlab", action="store true", help="R&E{FASwanLab¥{TLILIR
=)

parser.add_argument("--num workers", type=int, default=8, help="#UEMEHATIEHIZE")

parser.add_argument("--data path", type=str, default="./seq monkey datawhale.jsonl",

help="JIZEIERRI")

# YHMHSE

parser.add_argument("--accumulation steps", type=int, default=8, help="1$EZiLE")
parser.add argument("--grad clip", type=float, default=1.0, help="1EEHIHE")
parser.add argument("--warmup iters", type=int, default=0, help="% )ZEFFERRE")

# BENRESE



=

parser.add argument("--log interval", type=int, default=100, help="HEICHE[EIRE")
parser.add argument("--save interval", type=int, default=1000, help="1EEMRIFE[E")

# ZGPUIIZSEL
parser.add argument("--gpus", type=str, default='0,1,2,3,4,5,6,7', help="{FFGPU ID,

AiESoR (Flwn: 'o0,1,2')")

args = parser.parse_args()

# = GPUMMRIRE

# IRER WAGPUIRE

if args.gpus is not None:
os.environ[ "CUDA VISIBLE DEVICES"] = args.gpus
# BoNRBEFIRENE—TAAHGPU
if torch.cuda.is_available():

args.device = "cuda:0"
else:
args.device = "cpu"
# SCIRERAIIATE == —=

if args.use swanlab:
# EE: [FRBENLER swanlab.login(api_key='your key')
run = swanlab.init(
project="Happy-LLM", # INE&AM
experiment name="Pretrain-215M", # SLIGRFR
config=args, # R{ZFFIEBRSE

# - BURR --- -
# EXEERENEESE
Im config = ModelConfig(

dim=1024, # KEEIEE

n_layers=18, # Transformer/Z%

# === JIGIMEIRE = ===
max_seq_len = lm config.max seq len # mARIIKE
args.save dir = os.path.join(args.out dir) # REEFREFEF

# BIELENBR

os.makedirs(args.out dir, exist_ ok=True)

# BRI F ARG R AT E M

torch.manual seed(42)

# WEIRFXRE (BTEESENLTXEESR)

device type = "cuda" if "cuda" in args.device else "cpu

# REEAREIIGN LT X EE:R
# cPUIllZAT{EAnullcontext, GPUI|ZET{EHautocast

ctx = nullcontext() if device type == "cpu" else torch.cuda.amp.autocast()



# = ——- ERIFIEUEAIAN === -
# IAHAERRIS 958

model, tokenizer = init model()

# BIRYIZGEIES

train _ds = PretrainDataset(args.data path, tokenizer, max length=max seq_len)

# BIEREIEMELS

train loader = DatalLoader (

train ds,

batch size=args.batch size, # Hb/RA/N

pin_memory=True, # BEUENHEEEAFPR, INIERCPUIEH
drop last=False, # FEFRE—TTTENHLR
shuffle=True, # BENLFTELEUR

num workers=args.num workers # HUEINERIFFITLIEHTEE

# = MABRTNGBGBE == ==

# VIRMRESREIIZREEJEEE

# RBTEFERAfloat165bfloat 1607 5

scaler = torch.cuda.amp.GradScaler(enabled=(args.dtype in ['floatlé6', 'bfloatl6']))

# Wiaftadamfiift 2

optimizer = optim.Adam(model.parameters(), lr=args.learning rate)

# = === TG === -
# TTES MNepochfViERRE
iter per epoch = len(train_loader)

# FHRilZ @
for epoch in range(args.epochs):

train_epoch (epoch)

5.3.5 SFT i)l

SFT AN ZRAVCIBER—1F, RESAM Dataset ~A—#, FEXEBEIEANEMAAIZ SFTDataset, BFZHI
TEAIIYILR.

import os

import platform

import argparse

import time

import warnings

import math

import pandas as pd

import torch

from torch import optim

from torch.utils.data import DatalLoader

from contextlib import nullcontext

from transformers import AutoTokenizer



from k_model import ModelConfig, Transformer

from dataset import SFTDataset

import swanlab

# BERES

warnings.filterwarnings('ignore')

[

def Logger(content):
nwouon l:lllj_\iail_%%" nn

print(content)

def get_1lr(it, all):
# 1) linear warmup for warmup iters steps
# 1) FPERAIEIETIR
warmup_ iters = args.warmup_iters
lr decay_iters = all

min lr = args.learning rate / 10

if it < warmup_ iters:

return args.learning rate * it / warmup_ iters

# 2) if it > 1lr decay iters, return min learning rate
# 2) MBEARBBIZIRREENRE, WREHNFSIR
if it > 1lr decay iters:

return min_1r

# 3) in between, use cosine decay down to min learning rate

# 3) EREZE, ERARGZRBER/NFEIE

decay ratio = (it - warmup_iters) / (lr_decay_ iters - warmup_ iters)
assert 0 <= decay ratio <=1

coeff = 0.5 * (1.0 + math.cos(math.pi * decay_ratio))

return min lr + coeff * (args.learning rate - min 1lr)

def train_epoch(epoch):
"l —"Tepoch" " "
start _time = time.time()
for step, (X, Y, loss mask) in enumerate(train loader):
X = X.to(args.device)
Y = Y.to(args.device)

loss _mask = loss mask.to(args.device)

# RENF I RHABHMAER
lr = get _lr(epoch * iter per epoch + step, args.epochs * iter per epoch)
for param group in optimizer.param groups:

param group[ 'lr'] = 1lr

# BIE(EE

with ctx:



out = model (X, Y)
loss = out.last_loss / args.accumulation_steps
loss_mask = loss_mask.view(-1)

loss = torch.sum(loss * loss_mask) / loss_mask.sum()

# RIEEE

scaler.scale(loss) .backward()

# BFTIE
if (step + 1) % args.accumulation steps ==
scaler.unscale_ (optimizer)

torch.nn.utils.clip grad norm (model.parameters(), args.grad_clip)

scaler.step(optimizer)

scaler.update()

optimizer.zero grad(set_to none=True)

# ¥JENEE

if step % args.log interval == 0:
spend time = time.time() - start time
Logger (

"Epoch:[{}/{}1({}/{}) loss:{:.3f} 1lr:{:.7f} epoch Time:{}min:'.format
epoch + 1,
args.epochs,
step,
iter_ per_epoch,
loss.item() * args.accumulation_ steps,
optimizer.param groups[-1]['lr'],
spend_time / (step + 1) * iter per_epoch // 60 - spend_time // 60))
if args.use swanlab:
swanlab.log({
"loss": loss.item() * args.accumulation_ steps,
"lr": optimizer.param groups[-1]['1lr']

})

# RIFIREY
if (step + 1) % args.save_ interval == 0:
model.eval()
ckp =
f'{args.save dir}/sft dim{lm config.dim} layers{lm config.n layers} vocab size{lm config.v
ocab size}.pth'

# WEBZRRF

state _dict = model.module.state dict() if isinstance(model,
torch.nn.DataParallel) else model.state dict()

torch.save(state dict, ckp)

model.train()

# THARIFREY
if (step + 1) % 20000 == O:
model.eval()



ckp =
f'{args.save dir}/sft dim{lm config.dim} layers{lm config.n_layers} vocab size{lm config.v

ocab size} step{step+l}.pth’

state dict = model.module.state dict() if isinstance(model,
torch.nn.DataParallel) else model.state dict()
torch.save(state_dict, ckp)

model.train()

def init model():
AR
def count parameters(model):
T EERSRE

return sum(p.numel() for p in model.parameters() if p.requires_grad)

# MNEDIEZE
tokenizer = AutoTokenizer.from pretrained('./tokenizer k/')

# HIATIRE

model = Transformer(lm config)

# DNEF)IZRANE
ckp = './base _model_ 215M/pretrain 1024 18 _6144.pth’
state_dict = torch.load(ckp, map location=args.device)
unwanted prefix = ' orig mod.'
for k, v in list(state dict.items()):
if k.startswith(unwanted prefix):
state dict[k[len(unwanted prefix):]] = state dict.pop(k)

model.load state dict(state_dict, strict=False)

# ZRPEN
num_gpus = torch.cuda.device_count()
if num gpus > 1:
Logger (f£"Using {num _gpus} GPUs with DataParallel!")

model = torch.nn.DataParallel(model)

model = model.to(args.device)
Logger (f'LLMES#Z: {count parameters(model) / le6:.3f} BA')

return model, tokenizer

" "

if _name_ == "_main_ ":
parser = argparse.ArgumentParser (description="Tiny-LLM Pretraining")
parser.add argument("--out dir", type=str, default="sft model 215M", help="HHEZE")
parser.add argument("--epochs", type=int, default=1, help="iJllZRi%")
parser.add argument("--batch size", type=int, default=64, help="#L4EK/\")
parser.add argument("--learning rate", type=float, default=2e-4, help="Z3J&F")
parser.add argument("--device", type=str, default="cuda:0" if
torch.cuda.is_available() else "cpu", help="{FHINXE")

parser.add argument("--dtype", type=str, default="bfloatl6", help="#{#EHKH")



parser.add argument("--use swanlab", action="store true", help="E&L{EMASwanLabi#{TEI0IR
")

parser.add argument("--num workers", type=int, default=8, help="#UEIHAITIEHZE")

parser.add_argument("--data path", type=str, default="./BelleGroup sft.jsonl",
help="J/IZHIEEZ")

parser.add argument("--accumulation steps", type=int, default=8, help="#1$ERIRLTE")

parser.add argument("--grad clip", type=float, default=1.0, help="1AEMBHE")

parser.add argument("--warmup iters", type=int, default=0, help="FRFEXE")

parser.add argument("--log interval", type=int, default=100, help="HEICEEIRE")

parser.add argument('"--save interval", type=int, default=1000, help="1EEURTZFE[E")

# AINZ TS

parser.add_argument("--gpus", type=str, default='0,1,2,3,4,5,6,7', help="E57EHGcPU
ID (fEn 'o,1,2')")

args = parser.parse_args()

# 1RE P WGPU
if args.gpus is not None:
os.environ[ "CUDA VISIBLE DEVICES"] = args.gpus
# BREFIRFENE—TGPU
if torch.cuda.is_available():
args.device = "cuda:0"
else:

cpu

args.device

# #JiAftswanlab
if args.use_swanlab:
run = swanlab.init(
project="Happy-LLM",
experiment name="SFT-215M",

config=args,

# RERE
Im config = ModelConfig(

dim=1024,

n_layers=18,
)
max _seq len = 1lm config.max seq len
args.save_dir = os.path.join(args.out_dir)
os.makedirs(args.out dir, exist_ ok=True)
torch.manual seed(42)

" "

device type = "cuda" if "cuda" in args.device else '"cpu

# LTXEHEER

ctx = nullcontext() if device type == "cpu" else torch.cuda.amp.autocast()

# IR REN S Ee8
model, tokenizer = init model()

# BIEBIESRNEIEMHEE

train ds = SFTDataset(args.data path, tokenizer, max length=max seq len)



train_ loader = Dataloader (
train_ds,
batch size=args.batch size,
pin_memory=True,
drop_last=False,
shuffle=True,
num_workers=args.num workers

# FERlEsAlLfeas

scaler = torch.cuda.amp.GradScaler(enabled=(args.dtype in ['floatlé6', 'bfloatl6']))
optimizer = optim.AdamW(model.parameters(), lr=args.learning rate)
# FHaillss

iter per epoch = len(train_loader)
for epoch in range(args.epochs):

train_epoch(epoch)

5.3.6 {EFFAEEI A Bl XA

AEREI5EAE, = output BR TERMREIXH, X XHH
ERA,

o BATHMERU TS

python model sample.py
HAIKE T model sample.py XHFHIKEE, XPXHHEN T — TextGenerator 3£, HFEMNA,

import os

import pickle

from contextlib import nullcontext

import torch

from k _model import ModelConfig, Transformer

from transformers import AutoTokenizer, AutoModelForCausalLM

import argparse

class TextGenerator:
def _ init_ (self,
checkpoint="'./base model 215M/pretrain 1024 18 6144.pth', # REWESLKEZF
tokenizer model path='./tokenizer k/', # IazERFRZ
seed=42, # BEHLMF, RIRAESMH
device=None, # &%, tFc(ER cupa, WEREERAMN cupa, N{ER cpu
dtype="bfloatl6"): # HUIERE, BRIAN float32, AJLAIEIE floatl6 T bfloatlé

¥IAt TextGenerator X, MERE, REREMNDIERFH

# BREMNBRE

self.checkpoint = checkpoint # {RIFRIEILIGE =81
self.tokenizer model path = tokenizer model path # DIEAREEHREZ
self.seed = seed # [BHEMF, BTFERNAIESS



self.device = device or ('cuda:0' if torch.cuda.is available() else 'cpu') # IRIE
B REFIRE

self.dtype = dtype # (RAVAGIFELEIzERY

self.device type = 'cuda' if 'cuda' in self.device else 'cpu' # FIHTHANEEREEN
CUDA

# REMNMF, BIREMNATES S

torch.manual seed(seed) # 1®& cPU FEHFHIF

torch.cuda.manual seed(seed) # IX& CUDA [BEHLFHF
torch.backends.cuda.matmul.allow tf32 = True # 701F CUDA {£f TF32 $EEHITHEIERIES

torch.backends.cudnn.allow tf32 = True # 7 cuDNN ([ TF32 EEINR

# HRIE dtype EEFEIMNBEMESHEELTX

ptdtype = {'float32': torch.float32, 'bfloatlé6': torch.bfloatlé6, 'floatl6':
torch.floatl6}[self.dtype]

self.ctx = nullcontext() if self.device type == 'cpu' else

torch.amp.autocast(device type=self.device type, dtype=ptdtype)

# MBRENE R X

checkpoint dict = torch.load(self.checkpoint, map location=self.device) # JNEIEAE!
S8 # VRtEESE

self.model = Transformer (ModelConfig(dim=1024, n_layers=18)) # Lfilf{t Transformer
REY

sunwanted_prefix = ' orig mod.'

for k, v in list(checkpoint dict.items()):

if k.startswith(sunwanted prefix):
checkpoint_dict[k[len(sunwanted prefix):]] = checkpoint dict.pop(k)
self.model.load_state_dict(checkpoint_dict, strict=False)

# ITERISHE

num_params = sum(p.numel() for p in self.model.parameters() if p.requires_grad)

print(f"Model has {num params / le6:.3f} M parameters.")

# REBIHTHERN (evaluation mode) , BALEIIZENTAY dropout FRIERIMMLE

self.model.eval()

# BRI EREMIRE L (6pu B cpu)

self.model.to(self.device)

# YR 1a2s

self.tokenizer = AutoTokenizer.from pretrained(self.tokenizer model path) # iRIE}S
ERERIZINE D 1583

def chat template(self, prompt):
message = [
{"role": "system", "content": "{RE@—TAIBNFE, REURZFILNEA, "},
{"role": "user", "content": prompt}
]
return self.tokenizer.apply chat template(message, tokenize=False,

add_generation_prompt=True)

def sft sample(self,
start="Hello!", # AMXAMNERRRIE, INZEEFRH
num samples=3, # HLEREARNEE, FINER 3 THER



max_new_tokens=256, # STHERLEMRA token ¥, BNAZRZAR 256 1 token
temperature=0.7, # EHIEMAIBENMGE, 1.0 RiRE, EEAHEE
top_k=300): # REBMEHZSH top_k 1 token, PRHIEMAIAIEEZFETEE

IRIELE ERVECIA X AL B,

:param start: ERHXAIIEIGIZRIE

:param num samples: B4 RAIXARBEREL

:param max_new_tokens: S PHFARLMRAIRA token I

:param temperature: IZHIARLAIBENLIE, (EE/NEREIAE, EARE RERE
:param top k: [RHEIEMATIEIEN token SEE

:return: ARRAINAEARTIFR

start = self.chat_ template(start)
# WGERIANXARIZA token id [FFl
start ids = self.tokenizer(start).data['input ids']
# print('start ids:', start_ids)
X = (torch.tensor(start ids, dtype=torch.long, device=self.device)[None, ...]) #
BRIZER token id #A PyTorch K=
generated_texts = [] # FATRTFEMRIXAER
with torch.no grad(): # ZRABEITE, BAMEX
with self.ctx: # HABNESHRENLTX (MRE cpu HMEM floatle KY)
for k in range(num samples): # {EMAERNIEEIHEHER
y = self.model.generate(x, self.tokenizer.eos_ token id,
max_new_tokens, temperature=temperature, top k=top k) # RN
generated texts.append(self.tokenizer.decode(y[0].tolist())) # f#IB4
FiHY token FFHINEIENA
return generated_texts # IR[EI4FLHISIAIEAR

def pretrain sample(self,
start="Hello!", # H£RXANICIRIRETIE, FINZERFRSH
num_samples=3, # LRFEARNEE, FINER 3 THER
max_new_tokens=256, # B MHERERNRA token #, BMIARZER 256 1 token
temperature=0.7, # ZHEIEMAIFENIE, 1.0 NinE, EEAKHEBEN
top_k=300): # REBHMEFZSH top_k 1 token, PRHIEMAIAIEZFETE

IRIBLE TERVECIA X AL B,

tparam start: 4R AR IATR I

:param num samples: ZE4RIAISTARBEREL

:param max_new_tokens: S PMHEARLMARA token

:param temperature: IEHIAEMAIBENIIE, EE/VERIAE, (E#AE RN
:param top k: PREIERATILIEN token SEE

:return: ARRAINAEARTIFR

# SR start BL 'FILE:' FFk, RMXXEIZEGEIASIAR
if start.startswith('FILE:'):
with open(start[5:], 'r', encoding='utf-8') as f:

start = f.read() # EBRXHEASERRIAXAK

# BRI ARIBA token id FF



start_ids = self.tokenizer(start).data[ 'input ids']

# print('start ids:', start ids)

X = (torch.tensor(start ids, dtype=torch.long, device=self.device)[None, ...]) #
BRIBEN token id %A PyTorch K=

# print(x.shape)

generated texts = [] # FATREERIIXXAFER

with torch.no grad(): # ZREMBEITE, EANE

with self.ctx: # HMANBNEEGHREMNLTX (MIRE cru HEA floatle H)
for k in range(num samples): # BT ERIEEHEMER
y = self.model.generate(x, max_new_tokens=max new_tokens,

temperature=temperature, top k=top k) # A RS

generated texts.append(self.tokenizer.decode(y[0].tolist())) # MEIB4E
Fif9 token FIIAAIEN A

return generated_texts # IR[EI4RLHISIAIEAR

if name == " main

print("---————————————————— Pretrain Sample ———-————————mmmem \n")

pretrain prompt datas = [
'<|im_start|[>IERARZEZE",
'<|im_start|>FEFWARE (JtR) MWKRESNETREFR',

generator = TextGenerator (checkpoint='./base model 215M/pretrain 1024 18 6144.pth') #
YA plEs
for i in range(len(pretrain prompt datas)):
samples = generator.pretrain sample(start=pretrain prompt datas[i], num samples=1,
max_new_tokens=120, temperature=0.75)
print(£f"\nSample {i+1}:\n{pretrain prompt datas[i]}{samples[0]}\n{'-'*20}") # #J
ENAE R IR H B DRSS &l

print("\n —————————————— SFT Sample ——————————————— \n")

sft_prompt datas = [
R,
"RENEHEME?
"+12BFEH? 1,
"REIR? "
]
generator =
TextGenerator (checkpoint='./sft model 215M/sft dim1024 layersl8 vocab size6l44.pth') # 4]
ta A AlEs
for i in range(len(sft prompt datas)):
samples = generator.sft sample(start=sft prompt datas[i], num_samples=1,
max_new_tokens=128, temperature=0.6)
print(f"\nSample {i+1}:\nQuestion: {sft prompt datas[i]} \nAI answer:
{samples[0]}\n{'-"*20}") # ITENERNEAHFHEDREDE!

REHNEE-TREHEER:



Model has 215.127 M parameters.

Sample 1:
Question: {REFNF
AI answer: {RIFI!BMHAFKATAZEIREING?

Sample 2:
Question: HEMNFHEEME?
AI answer: FEMNEHHZEILR.

Sample 3:
Question: 1+1&FZ/H?
AI answer: 1+1%7F2,

Model has 215.127 M parameters.
Sample 1:

<|im_start|>IERAZZEPERERIMNAREAZZ —, RRESRREREMRERNERZ—, % —. —EHEER
RIMBEEIEM; tRAERE—. ZAELRE, EREB5IERAFHEE.

ERAREFERE : AR =Ht 157, AR —Ht 175 7T, AR —#Ht20005T, ERl—Ht2000T, PR ARt
Sample 2:

<|im_start|>FENWAZE (JER) #IKBZ5NE TRFREIZRRDREMRERNERA TR FHERAART AN
FFRT LA R TIERLR,

HEFHRNE T b/ VFNENZNRPNEAR S, THENEMET . WiF. BIFHEHRETEENSR, HHR
W ETUD HEREAN, ENBETFED S LAENERX,

EIARE

X, HMNOREFINIZT T, REMNLGT —TRETIRE CHIARE,

ARTEINGRIBHMERT AN batch BAVE—LE, XAV EFNSGHE, BREEFEANEMNEOM, HAXES
i ZRATiE), AILAARIEE CHE £ EFA/NFIEZE batch 9K\, 3L Pretrain batch 7 4 B9IER T RE
B 7G 277, IGIHHTRIT 533 BT, fFEZ7E 8K4090 LT, FRillgh—LiERT 46 /\BS, SFTBR
ER7E BelleGroup 3505 XX 35214k 24 /B,

FEDERETE LETAETIIROERE, MRARWIRETENINGAER, AR AINEREFETHIER
BATEINAR AL AL, B Ehran T

ModelScope 122 T #1thtif : @ ModelScope
ModelScope BB/ T4 e BIZ/E]
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£ LLM B9, REVEEMp RN STk, FarEE 2 SNRAETERTIIZFR LLM #1T Post
Train f1 SFT, RXZIHECSHTRWSNAE, BRETFMINGEEKEX, ERER deepspeed F R IIGHIEZRZR
R LLM B NLP R B G4a0h S iRE, &Ik, Transformers EERES M AFER. W5 NLP AR T RIELR,
TEECWIEFLEFIESRIARE, #FHFHEIE Transformers F{TEBISII, EN, FHAHBHNFRE LLM 20
DeepSeek. Qwen th#EF&E—AT(8)7E Transformers XA BEFIZANES EEYEAA Demo, @iI{EMA
Transformers 122, BIASR. BRI LLM IR LR, EETAERNTEHRT, #FTR, BIIMIMU
Transformers tEZE N ER, NBUEED Transformers #2852 LLM B Pretrain & SFT.,

6.1.2 {)4A1L LLM

AR LAER transformers B9 AutoModel 2R EIZEVIRH E L TMIFAER, SFEEFIZHER, HESH+H
HEOSEEUNREEEE, REB/EMLIIZG— LLM, aIUER— ) EANERIZE S EEIZBt., X8, B
I Qwen-2.5-1.5BRIEBIZE K Fo 451 :

® jkijor7 |
D gita
D LICENSE © safe

[ README.md

6.3 Qwen-2.5-1.5B


https://huggingface.co/Qwen/Qwen2.5-1.5B/tree/main

%5 EED HuggingFace #£X AR Qwen-2.5-1.5B IRAISEN, HARY config.json XHEIZEREMNEERES,
BETRENZEA., REEAN. RERHE, WE6.4FR:

£ Hugging Face

/Qwen2.5-1.5B

tion @ Transformers

[El6.4 Qwen-2.5-1.5B config.json X4

BATIDUEAIZERMNEEES, Miat—" Qwen-2.5-1.5B BESHITYIZ, thrlUEZEEESNERM Ei#
1TER, WERRBEXRN. EFENKEE, KER—MERLEN, HuggingFace 1t T Python TARERE T
TEERIRESE:

import os

# IREWIEL S, IWAMFER HuggingFace fRIGMIiL

os.environ[ 'HF ENDPOINT'] = 'https://hf-mirror.com'

# TEIREL

os.system( 'huggingface-cli download --resume-download Qwen/Qwen2.5-1.5B --local-dir

your local dir')

ANE6.5, LEALAY “Qwen/Qwen2.5-1.5B"BIAE FEHEBAIRMIRSAT, NFHEMER, JAEZEH) HuggingFace
ERERSZENA
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E6.5 RE T AR
THEME, ILAMER AutoConfig KEZME T e FAIEC B X4

# INEE X IFENERISEN- L4 A owen-2.5-1.5B Al
# {£F transforemrs Y Config ZEHITINE

from transformers import AutoConfig

# THSHNAMIEEZ
model path =

= "gwen-1.5b"

config = AutoConfig.from pretrained(model name or path)

A UNEEXHRHITEEN, A
XN AR :

[EUAR RIS INZEENRT, BTLAMER AutoModel REFIMEFIFHIEL BT RAERL
# (EREEEN—TEIFAIRE
from transformers import AutoModelForCausalLM

model =

AutoModelForCausalLM. from config(config,trust remote code=True)

BT LLM —f&#B2 CausalLM 2243, LE4MERT AutoModelForCausallM Z#4TiNE ., MWRERFHEESII
#, A{#H AutoModelForSequenceClassification 223 MNE,, E&H1Z model, E6.60]UEFIHZRME X HIES
BEXHERE:



Qwen2ForCausallM(
(model): Qwen2Model(
(embed_tokens): Embedding(151936, 1536)
(layers): Modulelist(
(0-27): 28 x Qwen2DecoderlLayer(
(self_attn): Qwen2SdpaAttention(

(gq_proj): Linear(in_features=1536, out_features=1536, bias=True)
(k_proj): Linear(in_features=1536, out_features=256, bias=True)
(v_proj): Linear(in_features=1536, out_features=256, bias=True)
(o_proj): Linear(in_features=1536, out_features=1536, bias=False)
(rotary_emb): Qwen2RotaryEmbedding()

)
(mlp): Qwen2MLP(

(gate_proj): Linear(in_features=1536, out_features=8960, bias=False)
(up_proj): Linear(in_features=1536, out_features=8960, bias=False)
(down_proj): Linear(in_features=8960, out_features=1536, bias=False)
(act_fn): SiLU()

)

(input_layernorm): Qwen2RMSNorm((1536,), eps=le-06)

(post_attention_layernorm): Qwen2RMSNorm((1536,), eps=le-06)

)
)

(norm): Qwen2RMSNorm((1536,), eps=1e-06)

)
(1m_head): Linear(in_features=1536, out_features=151936, bias=False)

)
El6.6 REVEMHILLER

iz model FEZ—TMEHIEHEI Qwen-2.5-1.5B RET , —RIFRT, HMNROMZMDIEMN LLM #ITIIZ, B
SHHEZMNHE—TTIGFE LLM XE, EECHER B#ITEIIG. XE, AN EBIEM T EiragRi
SRR — IR FRORE,

from transformers import AutoModelForCausalLM

model = AutoModelForCausallLM.from pretrained(model name or path,trust remote code=True)

£y, BIRFEA from_pretrained AiAEMFEENR], Lb4LEY model_name_or_path BIN T EIFHISEROA L

1R
1z,

BAIEZERML— tokenizer, 1Lb&L, FAIIEIZ{FR Qwen-2.5-1.5B XA tokenizer S¥4BNH] :

# ME —1F0)IIZRIFH tokenizer
from transformers import AutoTokenizer

tokenizer = AutoTokenizer.from pretrained(model name_or path)

IN#EFRY tokenizer BIRTEIR(ER, MERNAHITHIELIE,

6.1.3 Tl Zr 2R L 32

S5FRERM, BANMERLEEFIGEFHREGEEERNTIZGEES, TURASERE—HMA N HITIES
BT EFRE. HuggingFace # datasets EE2 7 transformers {E22EREMN . BT HIEBTHANLIBHNE=FE.
A1l AEE{E A datasets B9 load_dataset BREXENNE Tl 2R E0E



# DI ZRERE

from datasets import load dataset

ds = load dataset('json', data files='/mobvoi seq monkey general open corpus.jsonl')

'cl:'u NSRRI AFAEIER, BINEIEINL RS TIG B ERER D —885

IT, HTHESERA, NHA
ds DatasetDict &, MHHIEBIEZEARTFE train BYNAES, ATE

tl:'.ﬂ%Lﬁiﬂ'JlL JilIE=Aeeprd: !
AU TRIBES:

N
FIRE
=
SE—

ds["train"]1[0]
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El6.7 HIEERT

AJLUEIT feature BMEERIBENIHE (WMEY) , XEFEREF—THIEENSIR, ENEEHIELIER,
B3 tokenize 25, EERBIRRETHXA:
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# BEIILE
column names = list(ds["train"].features)

# columnes name:["text"]

EEERMELFRY tokenizer IEUEEHITIE, ILEAMER map RECRHITHELIE:

# EIBEHIT tokenize
def tokenize function(examples):
# {EAMSINEN tokenizer H1T91d
output = tokenizer([item for item in examples["text"]])

return output

# HELE

tokenized datasets = ds.map(
tokenize function,
batched=True,
num_proc=10,
remove_columns=column_names,
load from cache_ file=True,

desc="Running tokenizer on dataset"

ANER R SR EIEE S E1E iInput_ids', ‘attention _mask'®3l, 9BIEXT tokenize Z EREERIIFTE HiBE
(FRIRE S padding) . map AiEREE remove_columns SEUGRE T text BBER, AR BER.



BTG —RzR CLM E55, —REFIZIERNFINEXAZMER R, BIIGBIEEXR. JIZ4NEK,
YNGR RERER S, AFNFIRET, —RSESTREHHRE—RE, LERS— kFE’JS&ZKiﬁi ﬁﬂ%’l\
NARE TG, ERXE, BASEI—THIZREUE SR IRGHERE] 20489 token KE, i@ map 7iEdG#
HELE:

# FRIZE—RIG XA PHZ R E E KRENX AR

from itertools import chain

# XEHAVIURKN 2048
block size = 2048

def group texts(examples):

# WGSRERPHERE R

concatenated examples = {k: list(chain(*examples[k])) for k in examples.keys()}

# ITEHERNBEARKE

total length = len(concatenated examples[list(examples.keys())[0]])

# MRKEXK, #1701

if total length >= block size:
total length = (total length // block size) * block size

# 1% block size #H{TLID

result = {
k: [t[i : i + block size] for i in range(0, total length, block size)]
for k, t in concatenated examples.items()

}

# CLM {£%5, labels # input =Z21HEH

result["labels"] = result["input ids"].copy()

return result

# HEEIE
Im datasets = tokenized datasets.map(
group_texts,
batched=True,
num_proc=10,
load from cache_ file=True,
desc=f"Grouping texts in chunks of {block size}",
batch_size = 40000,

)

train _dataset = 1lm datasets["train"]

LAIBEEREY train_dataset FiE— MBI EHIERTF CLM Pretrain B9FIIEGHUIEE T, HEMEAKER 20484
token,

6.1.4 {EM Trainer #1714

BT, IANER transformers IREH Trainer 2#1TIZR, Trainer 2 TERIAYYIZ4IB4E, BT RTFHOME
M. AIMLEIE, IS, FEHEHSEA LLM B9k,

BARRNEREEIZGRIEBSE, (£ TrainingArguments ERIHIE—TSETR:



from transformers import TrainingArguments

# EEIHSE

training args = TrainingArguments (
output_dir="output",# JHSEHILEEZ
per device train batch size=4,# iJllZkfY batch size
gradient_accumulation_steps=4,# #BERITTE, XK bs = IREM bs * RiItTH
logging_steps=10,# $JE] loss MIZENER
num train epochs=1,# JJl|Zkf epoch %X
save_steps=100, # RIFIRESHITEEIR
learning rate=le-4,# F>]&
gradient checkpointing=True# FEiFEMNE R

REETHIAMAY model, tokenzier #l training_args, FENMIBIFAIYIGEIRE, EFIE— trainer JHKR:

from transformers import Trainer, default data collator

from torchdata.datapipes.iter import IterableWrapper

# gkes
trainer = Trainer(
model=model,
args=training_args,
train_ dataset= IterableWrapper(train_dataset),
eval dataset= None,
tokenizer=tokenizer,
# BRIAR MLM B9 collator, A ciM BJ collater
data_collator=default data collator

B{EA train 7375, BISKRBREFNIIGES HITIIGMRZT:
trainer.train()

o ERIEIERT . /code/pretrain.ipynb X4,

6.1.5 {#F DeepSpeed I 75 mz\ill%k

BTG MER. [EK, —RRAHEEER Jupyter Notebook a1, BB RETH, HEREFIIGMERK,
—REBFERZ R HITOHINIIZL, SN EXREK, EXE, BINBUEETF AR, {#8 DeepSpeed
MEZRTI D)%k, MMl R TR LLM Pretrain,

RSB ZG—RRIER bash BIKIREBS, BENEIFH python BRI, FAMER— Python HiA&
(./code/pretrain.py) REZIVIZGERIE.

TENABR=TE:
import logging

import math

import os



import sys

from dataclasses import dataclass, field

from torchdata.datapipes.iter import IterableWrapper
from itertools import chain

import deepspeed

from typing import Optional,List

import datasets
import pandas as pd
import torch
from datasets import load dataset
import transformers
from transformers import (
AutoConfig,
AutoModelForCausallM,
AutoTokenizer,
HfArgumentParser,
Trainer,
TrainingArguments,
default_data_collator,
set_seed,
)
import datetime
from transformers.testing utils import CaptureLogger
from transformers.trainer utils import get last_ checkpoint

import swanlab

BARETEN/INEBSNER, BTLE sh BIRFIRENESE, BT transformers X5H
TraingingArguments £, EREETIIGN—LNEBSE ., BIXERFENX TrainingArguments FRE /Y
B2SEI], TEAFEERBXNES (EXAE ModelArguments) FIEIEREXNBS (EXE
DataTrainingArguments)

# BSE
@dataclass

class ModelArguments:

nun

ATEBNSE

nun

model name or path: Optional[str] = field(
default=None,
metadata={
"help": (
"ENER, RINIIGRES b

I
)
config name: Optional[str] = field(

default=None, metadata={"help": "FlZ{ER, config {&ithiit"}
)

tokenizer name: Optional[str] = field(



default=None, metadata={"help": "l Tokenizer tiit"}
)
torch dtype: Optional[str] = field(
default=None,
metadata={
"help": (
"B ZERREIEXRE, #TF bfloatle”
) s
"choices": ["auto", "bfloatlé6", "floatlé6", "float32"],

Yo

@dataclass
class DataTrainingArguments:

nun

KTIZHRSEL

nun

train files: Optional[List[str]] = field(default=None, metadata={"help": "JJlIZREVIELE
&)
block_size: Optional[int] = field(
default=None,
metadata={
"help": (
"RENXARKE"
)
I
)
preprocessing_num workers: Optional[int] = field(

default=None,
metadata={"help": "FRRCIB{FRZIZE."},

ARBRENRIE X — P ERENEH LRI I fFErVEER . Bo@d transformers 12419 HfArgumentParser TE &N

# sh FIARIRERBS:

# INEHIASER
parser = HfArgumentParser((ModelArguments, DataTrainingArguments, TrainingArguments))

model args, data args, training args = parser.parse_args into dataclasses()

FERMERIIZSR, —RAR(ER log RRFIIZIRENESR, —RARAEEER print BERITE, FZREXBIIKE

BMEK, X8, HNEZER python B logging FERTI ATICR ., BAEFTEHT log IRE:

# REHE
logging.basicConfig(
format="%(asctime)s - %(levelname)s - %(name)s - %(message)s",

datefmt="%m/%d/%Y %H:3¥M:%S",
handlers=[logging.StreamHandler (sys.stdout)],



# WHASRAIREN INFO
transformers.utils.logging.set verbosity info()
log_level = training args.get process_log_ level()
logger.setLevel (log level)
datasets.utils.logging.set verbosity(log level)
transformers.utils.logging.set verbosity(log level)
transformers.utils.logging.enable default handler()

transformers.utils.logging.enable explicit format()

XEBEHENRIZER INFO, logging BHEILE DEBUG, INFO. WARNING, ERROR XK CRITICAL A
Al, BHERERNPBIRA, MeREEizgsRkizgkilz ENER. RETHE, EFRICREATHiS, HiE
{$F logger BI7], iCRMSIEEICE HERNARS, Fa0:

# IEHBRIBTRITE
logger.warning(

f"Process rank: {training args.local rank}, device: {training args.device}, n gpu:
{training args.n_gpu}"

+ f"distributed training: {bool(training args.local rank != -1)}, 16-bits training:
{training_args.fpl6}"
)

logger.info(f"Training/evaluation parameters {training args}")

[REMABERM AP HEICRE.

FEARIEINGS, REPITEEEEERN, IG—RR=EEERRTF checkpoint, Az EETFRIFH
checkpoint REIZENE], FHLt, FNFEETANEEEFEIBAI checkpoint HAM checkpoint 1RE7)I1%k:

# B checkpoint
last_checkpoint = None
if os.path.isdir(training args.output dir):
# {£F transformers B get last checkpoint Bzfi&ill
last_checkpoint = get last checkpoint(training args.output dir)
if last checkpoint is None and len(os.listdir(training args.output dir)) > 0:
raise ValueError (
fUEHER1R ({training args.output dir}) =T "
)

elif last checkpoint is not None and training args.resume_from checkpoint is None:
logger.info(

f"M {last_checkpoint}REillZ"

BEUEXNATNA RN HEER, M ENRENETERMIISGERENEHERE—H:

# FIatRE
if model args.config name is not None:

# from scrach

config = AutoConfig.from pretrained(model args.config name)
logger.warning ("{RIEFEMTVIAML—TIEEL")
logger.info(f"{RESHECERL: {model args.config name}")
logger.info(f"#EAESE: {config}")



model = AutoModelForCausalLM.from config(config,trust remote code=True)
n_params = sum({p.data_ptr(): p.numel() for p in model.parameters()}.values())
logger.info (£"fIZG—"HEE - Total size={n_params/2**20:.2f}M params")
elif model args.model name_or path is not None:
logger.warning (" {RIETEFIIBH—DT)IIZRER ")
logger.info(f"{REISEMI: {model args.model name or path}")
model =
AutoModelForCausallM. from pretrained(model args.model name or path,trust remote code=True)
n_params = sum({p.data _ptr(): p.numel() for p in model.parameters()}.values())
logger.info(f"4FE—FNZGHER - Total size={n params/2**20:.2f}M params")
else:
logger.error("config name # model name or path ABEHINZT'
raise ValueError("config name #] model name or path REEIRZT"

BT tokenizer BUMEFTIGEIBHLIE, ZE oM EXTE—5, WEARBER, EEFUEREF
JEMBEEMT ., KUY, FB Trainer #17I%k:

logger.info( "#Ji8ft, Trainer")
trainer = Trainer(
model=model,
args=training_args,
train dataset= IterableWrapper(train dataset),
tokenizer=tokenizer,
data collator=default data collator

# M checkpoint fNEL
checkpoint = None
if training args.resume_from checkpoint is not None:
checkpoint = training args.resume_ from checkpoint
elif last checkpoint is not None:
checkpoint = last checkpoint

logger.info( "FHAIIZ")
train_result = trainer.train(resume from checkpoint=checkpoint)

trainer.save _model()
AR, BT LN T 2ETFAE checkpoint, LEAMER resume_from_checkpoint LM checkpoint YR & i)llZk
HIINEE,
BT ERIEINGERENIIZEHAE . loss TREBANEE, TEHAG, HMMEAT swanlab fERIIZMMAE T
B, ERIAFE#HITT swanlab BIFIIE

# #JAMt SwanLab

swanlab.init (project="pretrain", experiment name="from scrach")

ERillgE, KixsHL swanlab WA url, REEIRTMRIIZGHRE, AT BIIA swanlab BERHAT, R
IEEEFIEXNE LR,



SR BE, BIMMER—1 sh Hiﬂzli (./code/pretrain.sh) EXBSENE, Hi@iT Deepspeed Frilll
%, MMIIMESRHZ Ko HNIIE

# IREFNEF
CUDA_VISIBLE_DEVICES=0,1

deepspeed pretrain.py \
--config name autodl-tmp/gwen-1.5b \
--tokenizer name autodl-tmp/gwen-1.5b \
--train files autodl-

tmp/dataset/pretrain data/mobvoi_seq monkey general open corpus_small.jsonl \
--per_device_train batch_size 16 \
--gradient accumulation steps 4 \
--do_train \
--output_dir autodl-tmp/output/pretrain \
--evaluation_strategy no \
--learning rate le-4 \
--num_train epochs 1 \
--warmup_steps 200 \
--logging_dir autodl-tmp/output/pretrain/logs \
--logging_strategy steps \
--logging_steps 5 \
--save_ strategy steps \
--save_steps 100 \
--preprocessing num workers 10 \
--save_total limit 1 \
--seed 12 \
--block size 2048 \
--bfle \
--gradient_checkpointing \
--deepspeed ./ds config zero2.json \
--report_to swanlab

# —--resume from checkpoint ${output model}/checkpoint-20400 \

LK T Deepspeed EB=FFEE, FIMEZEIT Deepspeed s RKBMNZ R, LRBHABLIEERENT
EMBSHE, AISEER. 7(‘ EPNEr, HAINET DeepSpeed £ IIZRAIREF ZeRO BﬂE"‘“E X
B, BMERA ZeRO-2 #1TillZk, Ltt4bNELT ds config zero.json fEN DeepSpeed HWECESEL:

"fpl6": {
"enabled": "auto",
"loss_scale": 0,
"loss_scale_window": 1000,
"initial scale_power": 16,
"hysteresis": 2,

"min loss_scale": 1

Yo
"bfl6": {

"enabled": "auto"
Yo

"optimizer": {



"type": "Adamw",
"params": {
"lr": "auto",
"betas": "auto",

eps": "auto",

"weight decay": "auto"

Y

"scheduler": {
"type": "WarmupLR",
"params": {
"warmup _min 1r": "auto",
"warmup_max_lr": "auto",

"warmup_num_steps": "auto"

Yo

"zero_optimization": {

"stage": 2,

"offload_optimizer": {
"device": "none",
"pin_memory": true

I

"allgather partitions": true,

"allgather bucket_size": 2e8,

"overlap comm": true,

"reduce scatter": true,

"reduce bucket size": 2e8,

"contiguous_gradients": true

Yo

"gradient accumulation_steps": "auto",
"gradient clipping": "auto",

"steps_per print": 100,

"train batch_size": "auto",

"train micro batch size per gpu": "auto",

"wall clock_breakdown": false

&fE, E2R bash iB1T1% pretrain.sh HIZAEIR]F 18114k,

2 REH H’:‘i%‘ﬁ?‘?ﬁliﬁ

L7, BOINBTUEMER Transformers 1EZ2IRE ., SR TERLFINIGR, EABD

AR, MARWEER Transformers IEZEXI T ZRIFRIRELIA1TTE W BN,

6.2.1 Pretrain VS SFT

, BATEET L&D



BABELM—T, X LLM #TI&MNHTE Y ERIBNZOESET 4. EENEDRENY, BRIKEN
LLM —Hf%3&3d Pretrain-SFT-RLHF =P EREIIEGR, 7E Pretrain (ER, SXBELRBEXAEHTEUMERE, X
) NAIE X FMNFISC AR REIR; 78 SFT MEx, —ROBIIX Pretrain iFRURELAITIEQHOA, BNIZREE
RIBFAFIELTAXINIES, MMEEEEESBREAFIES, RIEAFPESHTAN. Toiflft . AL,
Pretrain 1 SFT 91§/ CLM &##&, HZOERET, Pretrain (FAEETLUMEXXAHTIG, EEEIEXXAH,
1TFUM T — token"B9{ESS; M SFT (EFRMEMIAVIESIIEIE, REBIERMANIES, EEEENEL. RIE
B BRI L, Pretrain S 2 E0 text #1T loss 118, ERERISEEANCASTIZETIN; M SFT N334
Hi#1T loss iTE, NTEIELE DM loss,

Ft, HIRF E—T5EME Pretrain 55, SFT 830 NEEENEIBELIEIA T, SUIXESIEBURFEML )RR
Eqmg, HRE D Pretrain 2522 —RNLIBEE, AEOMEHIARN . /code/finetune.py ,

6.2.2 FAEEL
EFSEREXRM, BALMERNFFHFIRL BelleGroup HiESE#TT SFT,

£ SFT 38, EAIEEX—1 Chat Template, X Template BIR T 7 dMa G B EIR L — MERLAT I 32
BHIISHXAFS ., SBEIMERMIT SFT AEELHIT THESHIARN, —REEEEFZIEER Chat Template 7

HITERS, BIRA T ARAETE SFT FREMIESBEREN . BTHAILLMER Pretrain RE#HT SFT, AIMERE
X—" Chat Template, HHFHAMER T Qwen-2.5-1.5B &AL # 1T Pretrain, LEAMFAEHAER Qwen-2.5

f9 Chat Template, WIRIEERE RBIIEIFHIT E—OEBL Pretrain B9IE, LB AIAERE SR Qwen-
2.5-1.5B RAIES SFT BB ISR,

BATETE XL 457k token, %57k token FERBEVHITINS FEYKHRIVER, BEXARFIIFE (BOS) . XKF
FIE3R (EOS) . R1TRFE. T4k token, BEITFBGRERENSTRPINEREE:

# ANEHY tokenizer FEEHFFIENX

# BOS

im start = tokenizer("<|im start|>").input ids

# EOS

im end = tokenizer("<|im end|>").input ids

# PAD

IGNORE_TOKEN_ID = tokenizer.pad token_id

# AT

nl tokens = tokenizer('\n').input ids

# BEIMRAN

_system = tokenizer('system').input_ids + nl_tokens
_user = tokenizer('human').input_ids + nl_ tokens

_assistant = tokenizer('assistant').input ids + nl_ tokens

Qwen Z#%IH Chat Template —fFBE=1XJ1EMAE: System. User F Assistant, System R ZGRIRRIE, AR
FEERIAIEES, BRIAA“You are a helpful assistant.”, —RRASTE SFT IFEHREER., User BIABF A HAVR
e, AR TEIREEFRMNIEAEA “human”, BT “user” E28 7 "human”, Assistant BIJ9 LLM 454/
EE, thitSERE SFT IRRFEEINESN,

e, ATZESER— 1 2RMEHIES, BNEENZRMNEHTHIZANE, BZ2RIEHIZEI— TP NXARFT!
m:

# PHEZHEIE



input ids, targets = [], []
# SR
for i in tgdm(range(len(sources))):
# source A—PBHITTHHEAR
source = sources[i]
# M user FA
if source[0]["from"] != "human":
source = source[l:]
27l Z A%
input_id, target = [], []
# system: [BOS] system\nYou are a helpful assistant. [EOS] \n
system = im start + _system + tokenizer(system message).input_ids + im_end + nl_ tokens
input id += system
# system INBEIS
target += im start + [IGNORE_TOKEN ID] * (len(system)-3) + im end + nl_tokens
assert len(input id) == len(target)
# WORPHE
for j, sentence in enumerate(source):
# sentence N—HXIE
role = roles[sentence["from"]]
# user: <|im start|>human\ninstruction [EOS] \n
# assistant: <|im start|>assistant\nresponse [EOS] \n
_input id = tokenizer(role).input ids + nl tokens + \
tokenizer (sentence[ "value"]).input ids + im end + nl_ tokens
input_id += _input_id
if role == '<|im_start|>human':
# user ANEEWPE
_target = im start + [IGNORE_TOKEN_ID] * (len(_input id)-3) + im end +
nl tokens
elif role == '<|im start|>assistant'
# assistant HTEHE
_target = im start + [IGNORE_TOKEN_ID] * len(tokenizer(role).input ids) + \
_input_id[len(tokenizer(role).input_ids)+1:-2] + im end + nl_ tokens
else:
print(role)
raise NotImplementedError
target += _target
assert len(input_id) == len(target)
# E/EHIT PAD
input_id += [tokenizer.pad token id] * (max_len - len(input_id))
target += [IGNORE_TOKEN_ID] * (max_len - len(target))
input ids.append(input_id[:max len])

targets.append(target[:max _len])

LERFEBEE T Qwen B9 Chat Template 1258, 1E&E tha] DURIEB SR IAITER, HEZORET User BIXXA
AEENE, FL targets A User IINHIX AN S Z2{FEHEHY IGNORE_TOKEN_ID #1Ti#i#k, M Assistant 3N A
SU-!:V\J@UHJESmJ?Sz EFEEHE loss B9, BREIEH LLM IGNORE_TOKEN_ID —f%i& &7 -100,

SeRHIERE, J& tokenize BRIEER YL Torch.tensor , BIIEA Dataset FEMNFEHIR[EIENH :



input_ids = torch.tensor (input_ids)

targets = torch.tensor(targets)

return dict(
input_ids=input_ids,
labels=targets,
attention mask=input ids.ne(tokenizer.pad token id),

SR EIRNIEIBEEE, BEBTEN— Dataset 2, EZEPIEBZSEHTEHIENLE:

class SupervisedDataset(Dataset):

def _ init (self, raw_data, tokenizer, max_len: int):
super (SupervisedDataset, self). init ()

# DNEFTNGIEEE

sources = [example['"conversations"] for example in raw data]
# preprocess Bl EXEXHEIETLMIRIZEE

data dict = preprocess(sources, tokenizer, max len)

self.input_ids = data_dict["input ids"]
self.labels = data_dict["labels"]

self.attention mask = data_dict["attention mask"]

def len (self):

return len(self.input_ids)

def  getitem (self, i) -> Dict[str, torch.Tensor]:
return dict(
input_ids=self.input_ids[i],
labels=self.labels[i],
attention mask=self.attention mask[i],

1ZZEYHE B Torch By Dataset 2, BJDAEIETE Trainer PMEMA, TREUELER, BT E—THAE, SEIELE
ZEEAIR], EEREIIGF/LFTE 5, MM EEREGZLE:

# MRS
parser = HfArgumentParser((ModelArguments, DataTrainingArguments, TrainingArguments))

model_args, data_args, training args = parser.parse_args_into_dataclasses()

# #{A1t swanLab
swanlab.init(project="sft", experiment name="gwen-1.5b")

# REHRE
logging.basicConfig(
format="%(asctime)s - %(levelname)s - %(name)s - %(message)s",

datefmt="%m/%d/%Y %H:3%M:%S",
handlers=[logging.StreamHandler (sys.stdout)],



# BHSRAKEN INFO
transformers.utils.logging.set verbosity info()

log _level = training args.get process_log_level()
logger.setLevel(log level)
datasets.utils.logging.set verbosity(log level)
transformers.utils.logging.set_verbosity(log_level)
transformers.utils.logging.enable default handler()

transformers.utils.logging.enable explicit_format()

# YEHBIRFTRICR
logger.warning(

f"Process rank: {training args.local rank}, device: {training args.device}, n gpu:
{training_args.n_gpu}"

+ f"distributed training: {bool(training args.local rank != -1)}, 16-bits training:
{training args.fpl6}"
)

logger.info(f"Training/evaluation parameters {training args}")

# ME checkpoint
last_checkpoint = None
if os.path.isdir(training args.output _dir):
last_checkpoint = get last checkpoint(training args.output_dir)
if last checkpoint is None and len(os.listdir(training args.output dir)) > O0:
raise ValueError (
fUEIHERIR ({training args.output dir}) JEZT "
)
elif last checkpoint is not None and training args.resume from checkpoint is None:
logger.info(
£"M {last_checkpoint}RE %"

# IRERLET T .

set seed(training args.seed)

# VIRRE

logger.warning (" INEFUIIZRIER ")

logger.info(f"fBE S {model args.model name or path}")

model =

AutoModelForCausallM. from pretrained(model args.model name_ or path,trust_remote code=True)
n_params = sum({p.data ptr(): p.numel() for p in model.parameters()}.values())

logger.info (f"#E—PTIZER! - Total size={n params/2**20:.2f}M params")

# #J{Aft Tokenizer
tokenizer = AutoTokenizer.from pretrained(model args.model name or_path)
logger.info("5Eh tokenizer JfNE")

# INERIEEE
with open(data_args.train files) as f:
1lst = [json.loads(line) for line in f.readlines()[:10000]]
logger.info ("SERIIZREEMEL" )
logger.info(f"llZrEElE: {data args.train files}")



logger.info (£ IZHFAREE: {len(1lst)}")
# logger.info(f"IIZREXRNE: {ds["train"][0]}")

train dataset = SupervisedDataset(lst, tokenizer=tokenizer, max_len=2048)

logger.info("#JiAft Trainer")
trainer = Trainer(
model=model,
args=training_args,
train dataset= IterableWrapper(train_dataset),

tokenizer=tokenizer

# M checkpoint fNEL

checkpoint = None

if training_args.resume_from checkpoint is not None:
checkpoint = training args.resume_from checkpoint

elif last checkpoint is not None:

checkpoint = last_checkpoint

logger.info ("FBIIZE")
train_result = trainer.train(resume from checkpoint=checkpoint)

trainer.save_model()
Be1A XN BEETE sh BIAF{ER deepspeed BEhBNF], LEAAARBZER, JRIBIL ./code/finetune.sh,
6.3 EHAMIA
ERIEJLT, FANFEMANEBTET Transformers {BZEXSIREL AT Pretrain, SFT AR RLHF B/RIBFSCHEM T,
BE, BT LM S8EX, JIFEES, BT RS AR E#ITING (X248 SFT & RLHF) HFERBERREE

S8, BRRENIFER, WRFHEROEWSIREARR, MEASKH. RESREHITIHESHIHE, R
AER LLM SERBMESS, RIFEEER.

6.3.1 BMIARE
HNEEMBNSROR, BREEERMMBRALR:
Adapt Tuning, BJ7EEEIGRIN Adapter B, ERIBNALERSE, NEH Adapter £,

AffmE, EEMIGKRESEPEART TIHESHNSE, Bl Adapter 1R, HERUBINAGEBEER, RIS
ETESNSE, WE6.8AIR,
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[§]6.8 Adapt Tuning

81 Adapter RIREM T RIRFEAM, F— TR FER Transformer IREVEEERTN, BRIDBMALEE d
REZEIm, BIIEH m AR/ KRS Adapter RIRNSHE, BERRAT m << d. EHEHE, BIE-T
AR FEERBMAERE, 1§ m EFRFE d, ) Adapter BIREYHEL (W0 EEAMLEH),

LORA =X FFE—FBUEA Adapt Tuning 7535, 1B Adapt Tuning /5iATZERIRIERGIRR, BFIEMNT IMSE
MEUMTEE, SHHBZENRETERERRRITIIGKREEE,

Prefix Tuning, ZMAZZBEEMIIZ LM, 7 LM RINEIEG, ESHENRIR, XEMAITUANTEESRERE
MBI, RUERAt/N, BIEME, 8 —THA token BIME—ERS Ti#E551EXA7 virtual tokens 15
prefix, FERUIEIS REFT prefix B3NS, MEMSIEETE,

2 BE ANMERIESEMN Ptuning, ELHZ Prefix Tuning AI—FPE0#, {B Prefix Tuning th 7z £ B E YR
fa: BEARIIRERD ., BTFIMAT virtual tokens, SETHRARIIKE, FAttESHNHEARE, E8aH
A E AR,

6.3.2 LoRA 1+

AR ARREZRHHFERF D SETEHTLE, IBREELE-—TEDVIMESH, BEAFEIRLERK
RER), FIERFEEETFZEEEAMAIMER, BABMATENEESHHTNMLT, HMNTUEX S
ETFZESEHTHAN, SBASEESHMNHMEN—TEKT (90%EE) i, BBAXTF=RSEE
B AOFK A AT LAFR 0 39 Bz HRT1F AR R[S RRAYAAERE  (intrinsic rank) .

TR B A G R T 7 AMER, HEMSEAESHETHARE, REPNEEFES AR ERNZAER
(intrinsic rank) ., [ERY, BEBTHES, SMAKRMEMME., (Intrinsic Dimensionality Explains the
Effectiveness of Language Model Fine-Tuning) BEit, NEEFEIBREN D SEEFERERIIZTZ RN F=
B, HATTUERNES], AJIREAH IS EN TRESXENEEBEMAZRH K, BMTUNEIRHEER



https://arxiv.org/abs/2012.13255

EEN I FRREMNTED BRAEMFRERIGHENERN—LEERE, MM AREERITD BB AOAE
HIERUR .

BlEn, BETRNESEN 00, EIRETHES L BERNESHENI NN 07, IRHSE THESHIA
SEH 0P, BLH:

6P = 6P + 6 M
A M B LoRA fRACBIRS ARIERE
18 F B ARE0BT%, LORA TEELA TS
1. ETLAEI RN FHAESMENE LoRA 18HR, MTITERZTIISERSRET MR FHHES.

2. LoRAEFABENiftsE (Adaptive Optimizer) , NEEITESERAEIF AZHSENNAIRE, IEE
B, EH R,

3. LoRA [FHEEME MR, EEEBIEIGERSEENESH, TFEHIEER,

4. LoRA 5EMAIEIER, BIBAASE,
Ftt, LoRA A BRISMHIA LLM NERAE, TEENTHREZR. BRBIGEHIEZRVIERT, LoRARM
AFESHR LLM AN EIES .
6.3.3 LoRA AR EIE

(1) BRSECEFRIERE

LoRA BiZANE EHAOT 2 th — MERRAANER, S TFHIZAINESEUEN W0 € RVF (d hE—Biad%
B, k AT—BRALRE), ERRMDBRRTEEN:

Wy + AW = W, + BA where B € R¥>" A ¢ R™F

FilggER, Wy RKETRER, A. BEEFIFSH.

[EItE, LoRA BYRIEIEIE R EA -

h=Wyx + AWx = Wyx + BAx

TEFRINGE, 3 A ERBNSEEN, ¥ BERSMRML, AEER Adam #HTMHK.
WZR BB UNE6.9F R -



Pretrained
Weights

= HRdb(d

6.9 LoRA
(2) NZFHF Transformer

£ Transformer Z5499, LoRA IRAFENBEIENERNOMMEERE: W, Wi W, Wy, KRS MLP
AT EFERE

B ERSLI R MEN AR W, 1 W, SFEREER,

TELREGT, FHIAESBRIRN:

© =2 X Lrora X dimodel X T

Hrh, Li,ra IR LoRA BIINEREREHINEY, dioder 7 Transformer BN AERE, r NIRER LoRA .,

—RgIER T, rEXEl 4. 8. 16,
6.3.4 LoRA R9{X 135

Bal—fuEiT peft FEESRSTHERLA LoRA i, peft FEEZ huggingface FF RSB =R, HHP IR T 81 LoRA,
Adapt Tuning. P-tuning FZMERMIERE, PJUETFUERINSTIEERY LoRA iR,

AR peft FEFREY LORA HIBMRTD, [EEHHT LoRA HIBRIREBSEIL.
(1) SEIMRTE
LORA HIBMMESE MR EBOEUAT L5 %:



1. BEZE(FEA LoRAMIE, peft EBHIZIFEA LoRA EBIE: nn.Linear, nn.Embedding, nn.Conv2d =
M,

2. Sl]‘ — NE(FEA LoRA 2, i LoRAE. FTIB LoRA B, LNIZHEZERLEREM HEmT — Sk,
BT (BNERE A FMiEfE B) FENSHERT.

3. REESE, #THUA, FE LoRA BESEL,
(2) ¥7E LoRA B

753817 LoRA AR, BEFEEMRT LoRA MIESH, EFh— 1 EESHENR target_modules, target_modules
—BE—TEFRIR, B—TFTEESEEHIT LORANEBFR, Hlul:

target modules = ["q proj","v_proj"]

XEBM q_proj BNAEEDMNFISRE W, v_proj EIEE NS W, BT URIBERZEMESEXRE
EXEE#H1T LoRA RIEHIE,

EEZE LoRA RREUY, RIRBNZZH, AREAEFRREFHRINNNE, ZIREEERIER re WERFITEMNT
FSe:

# WERBNE AR, BFEH "q proj", "v_proj"Hy
target module_found = re.fullmatch(self.peft config.target modules, key)
# XEBM key, BEREMNAHSZ

(3) B LoRA &
SFHEFNE—"BEWmE, SEIE—7H8 LoRA BH1TER,

LoRA BEEMIM L, BEXT—1TET Lora B34 Linear 2, 1ZEER4F T nn.Linear 1 LoralLayer,
LoraLayer Bli& Lora &3, HFEMET LoRA HEMEBS:

class Loralayer:
def init_ (
self,
r: int, # LoRA HUF%
lora_alpha: int, # /[—1S#
lora dropout: float, # LoRA =] dropout 451
merge_weights: bool, # eval RIH, LI Lora FHEFFAIEIMNEIRINE R

self.r = r
self.lora_alpha = lora_ alpha
# Optional dropout
if lora dropout > 0.0:
self.lora dropout = nn.Dropout(p=lora_ dropout)

else:

self.lora dropout = lambda x: X
# Mark the weight as unmerged
self.merged = False
self.merge weights = merge_weights

self.disable adapters = False



nn.Linear #i:& Pytorch B4 /EEH, Linear XMEZ R LoRA B, HEXEXIUT:

class Linear(nn.Linear, LoralLayer):
# LoRA [=
def _ init_ (
self,
in_features: int,
out_ features: int,
r: int = 0,
lora alpha: int = 1,
lora dropout: float = 0.0,
fan_in fan out: bool = False,
merge weights: bool = True,

**kwargs,

# WA EERNER I
nn.Linear. init (self, in_ features, out_ features, **kwargs)
LoraLayer. init (self, r=r, lora_ alpha=lora alpha, lora dropout=lora_ dropout,

merge weights=merge weights)

self.fan in fan out = fan in fan out
# Actual trainable parameters
if r > 0:
# SEERE A
self.lora A
# SEERE B
self.lora B = nn.Linear(r, out_ features, bias=False)
# JA—1LRE
self.scaling = self.lora alpha / self.r
# HERZSE, XEH A M B
self.weight.requires grad = False
# #iatt A A B

self.reset_parameters()

nn.Linear(in_features, r, bias=False)

if fan in fan out:

self.weight.data = self.weight.data.T

BN, EEBREN weight 7 bias SHILATHI LoRA B, FIEHEI LoRA BHEIIIEE RSN,
(4) gk

SINT LoRA BRIERG, #HTHUEAIZEIR ., HHF 7 LoRA BHRELFRERESH, TilE+PRE A F B USHER
T, MMITMT SR, )IENBREATIZSE Fine-tune £, KA EER, BFFEB7T LoRA A=,
forward BREh ST N FEE

def forward(self, x: torch.Tensor):
if self.disable adapters:
if self.r > 0 and self.merged:

self.weight.data -= (



transpose(self.lora B.weight @ self.lora A.weight,
self.fan_in fan out) * self.scaling

)

self.merged = False

return F.linear(x, transpose(self.weight, self.fan in fan out),
bias=self.bias)
CEBHE
elif self.r > 0 and not self.merged:
result = F.linear(x, transpose(self.weight, self.fan in fan out),
bias=self.bias)
if self.r > 0:
result += self.lora B(self.lora A(self.lora dropout(x))) * self.scaling
return result
else:
return F.linear(x, transpose(self.weight, self.fan in fan out),

bias=self.bias)

FARBHRETEZERISHEHENE, BILTDX, HLBAMXEDEE T2 elif X2BNA], EF LoRA BIHI[E]
HEIRNAXARMR, BRITERSHSHMANER, BiL A B O35 HARRIREIA,

6.3.5 {£F3 peft LI LoRA i@

peft #1T T RIFAVEIR, IFHANNBRE. SR AREATHME, HLAUE T8I LLM SFT Jfl, RENE
AR peft WAREHITHIE, MRZNAE RLHF £, BAERE .

BCIEAFERE:

import torch.nn as nn
from transformers import AutoTokenizer, AutoModel
from peft import get peft model, LoraConfig, TaskType, PeftModel

from transformers import Trainer
HERMEBRER SR tokenizer, LEAFIE _T—:

# INEEERE
tokenizer = AutoTokenizer.from pretrained(MODEL PATH, trust remote code=True)
model = AutoModel.from pretrained(

MODEL_PATH, trust_remote_code=True

BE, 87 peft 38



peft config = LoraConfig(
task type=TaskType.CAUSAL LM,
inference mode=False,
r=8,
lora_alpha=32,

lora_dropout=0.1,

IR, WAERIER, LoRA SEAIBEBXS, I, 3FF ChatGLM, FTLFHEIERE target_modeules, peft AT
B17#E); 3T BaiChuan, FIEEFNIEE. task type SERIA(ESER AR —{R#E CAUSAL_LM BlfE
SEESREEL,

SATEIREY LoRA #REL:
model = get peft model(model, peft config)

LEE4LRY get_peft_model RIEREHRIE, Bl EXDIEIEMRSEI,
E/afER transformers &MY Trainer #ATINZREDE], &GS ANEFMZE RIBEIFER:

trainer = Trainer(
model=model,
args=training_args,
train dataset= IterableWrapper(train dataset),
tokenizer=tokenizer

)

trainer.train()

WRIZNFTE DPO. KTO L, NHBAERIAINAN LoRA SHHEIT get_peft model FREX— LoRA {EHEENH], H
AR ZEHRAITEAENR., EEFENE, LoRAFMIBEEBRNBEERKERSH, BE NHESER LEBZRER
FHIRER, BURERFEFSIINANRAES, LoRA BT RIARMEIIENE, MLASTIANRALEN, —RRUARA
£, EUEFHEZF(ER LoRA HTRETITI)IZREL )14,

sEEH
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preprint arXiv:1902.00751.
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AIRBIN FE
7.1 LLM 893

TER, EEATERINENRELRRE, AMEMIIGKESEE (MRARE) BN THRARESHZONE,
RERRUEBRESLESFESTRIL TS ARNNEED . AT, BEREBE—TARREENIERE, LIRER
FmEEATEN.,

TARKEREIEN? AEETEN 28T SMIRELINTANEIES, IARBEEREES ENRMHITENNLL
B, RETFNAMEERBEASEES LSRR, ©ERERNZAEND. HERE, RRERSFZ T HH. B
TN, FAEBERE 7 EARENSIIRRI, URENENSHERFRNAEED,

ARENFERAS R, DRAENITEZFNEE, EFNXNTFREERNIMMMEZEXER, B5%, Tl
BIHTRBEESIES PRI, FBEARAZMEWFMEERERMENAIESE, 2R, 1PN URERERE
ABER, HIAREL. EFMEESE, MMAR—SHAMRBHERIKIE, L, 2F. AFTENERFEARFNLT
WEHRM T — P HENINE, B TRARNRRS#T,

7.1.1 LLM R9iFiNE RS
ARERRTENIRER, FRMECHIENSEEXEE, 8], TROAEIIENEFEMNUTLNAEHITIT
i, 8MENSEHREEMSHAGTARNBGR:
1. BAIEE:
o MMLU (Massive Multitask Language Understanding) : MMLUENER7E ZFESS R AOIRARAE

71, BESXREMNMRIE. BAESTHE. 82, ME &Y. ZESESKE, 2EEREE
EARRFEMANIRMEENNES RN

2. TR{ERITFMNE:
o BFCLV2: AT PNEEAEERTEERESTIRI, FrRENTSIRIRFINERIENAE,
REEFBEDRSBIRERERPITIHERS, MR TRERESR,
3. BUFITNIER:

o GSM8K: GSMB8KEZ—TE&/NFEZEBMILIES, BT INIEANKMFHIENZEIEN. BIE
TSEFEERNTE. BRATEKRE. MFHIESE, GSMBKAHEMBAEUEE, BRILFEERF 0
EXGHHHTIERNEECE, 07 EEEENESIERAINER.

o MATH: MATHEUESE R TN EREE S 2N FNA LRI, SERHRFME,
4. WIS

o ARC Challenge: ARC ChallengelFIREERI FIRES PRI, LHEBIRMNMZ MDAV
&, HRNAZSEENFZNERENENRERFNT R,

o GPQA: AT IFNERAEATHEAFZH T FMIERANEIZEES, BENATERIANEZAMAIRE
BERGH, FBEREERZITEIEHBENFEL T EaEFENEE,

o Hellaswag: IBUMRESREE FAERHSBENERNES, ERTFHRELS. WELNEEE
B TIRBAER05ER,

5. KXAEBFEITUE:




o InfiniteBench/En.MC: TEURAFELMER X AFENREREHEMNEES, LEEXNREMER, EF
TEAXEDRE. KERESNTENAITR.
o NIH/Multi-needle: BT NIRRT SHFAR KM FREBRN S56EH, NBTBEARSRE. &
WARBKXED T ERELITBEESNTR,
6. ZIEFITUER:
o MGSM: BT IHEREAEASEIES THHFRFRESN, ERERENZIESTENE, THERTERR
MR FH BB ES AR,
XETFNEN SR BAIEEHMEARRBEETRIES NN A EFRN, BRREELESHMESNEES
RITESMAMEENRI. FI2, EMMLUTENF, RERRREHE, MESERMESHRANE, BILN S0
EAIRANREIRAE; FEGSMBKEETNF, SRMNAREEEARANLERBLIERIIZLEZBH T —LEAXE
#, BEREASERNFHEESPNEN, REXLRPNERBR T RBEEREERESTOHSINAES

7.1.2 ERAENER

AR AMRTERS EREIES, TFEHMERREITNER K MREANTE, XEFEBAHZARFN I
FIRETEENSEZ, BN TRIANRINGIRANKRE, N TE—EEROMNIER:

Open LLM Leaderboard

Open LLM Leaderboard JH Hugging Face IRIHIIARNIER, [LETZMHARAREMNITENSER, BEEBFPT
BARRMERMES LRI, ZEREE 2 MRECINESERITERENMEE, HBIFEERNA AR ER
EARRER, AMRENALRERETSMENNLESE, WE71MT.
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You'll notably find explanations on the evaluations we are using, reproducibility guidelines, best practices on how to submit a model, and our FAQ.

W LLM Benchmark
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7.1 Open LLM Leaderboard

Lmsys Chatbot Arena Leaderboard
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61.27 47.58
56.8 41.16
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61.92 37.92
59.27 37.92
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59.47 36.4
54.62 36.1 v
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wackel 1msys-chatbot-arena-leaderboard ©  Running # App - Files @ Community H

LMSYS Chatbot Arena Leaderboard v |
Vote!

Blog | GitHub | Paper | Dataset | Twitter | Discord | Kaggle Competition
This is a mirror of the live leaderboard created and maintained by the LMSYS Organization. Please link to leaderboard.lmsys.org for citation purposes.

LMSYS Chatbot Arena is a crowdsourced open platform for LLM evals. We've collected over 1,000,000 human pairwise comparisons to rank LLMs with the Bradley-Terry
model and display the model ratings in Elo-scale. You can find more details in our paper. Chatbot arena is dependent on community participation, please contribute by
casting your vote!

We would love your feedback! Fill out this short survey to tell us what you like about the arena, what you don't like, and what you want to see in the future.

Arena & NEW: Arena (Vision) Arena-Hard-Auto Full Leaderboard
Total #models: 128. Total #votes: 1,671,145. Last updated: 2024-08-12.
{» NEW! View leaderboard for different categories (e.g., coding, long user query)! This is still in preview and subject to change.

Code to recreate leaderboard tables and plots in this notebook. You can contribute your vote at chat.Imsys.org!

Category Overall Questions
Overall v #models: 128 (100%) #votes: 1,671,145 (100%)
Rankx Arena R [ R Knowledge
4 Model 95% CI 4 Votes 4 Organization 4+ License
(uB) Score Cutoff
ChatGPT-4o0-latest . |
1 1314 +6/-5 11555 OpenAL Proprietary 2023/10 ||
2 1297 +4/-4 20674 Google Proprietary 2023/11
3 1286 +2/-3 78496 OpenAL Proprietary 2023/10
4 1274 +5/-3 20089 OpenAI Proprietary 2023/10
4 1271 +3/-3 48546 Anthropic Proprietary 2024/4
4 1266 +4/-3 52249 Google Proprietary Online
Llama 3.1
5 1263 +5/-4 19909 Meta . 2023/12
Community
7 1260 +3/-3 70339 Google Proprietary 2023/11
7 1257 +3/-2 55650 Google Proprietary 2023/11
7 1257 +3/-3 85076 OpenAL Proprietary 2023/12
11 1251 +3/-3 92780 OpenAI Proprietary 2023/4
e U e R P I e e - . N _ .

*Rank (UB): model's ranking (upper-bound), defined by one + the number of models that are statistically better than the target model. Model A is statistically better than
model B when A's lower-bound score is greater than B's upper-bound score (in 95% confidence interval). See Figure 1 below for visualization of the confidence intervals

of model scores.

[&]7.2 Lmsys Chatbot Arena Leaderboard
OpenCompass

OpenCompass EERITUEE, HITARREESIESTES LAORMEITIHE, RETPERZRHENBEN
2E, ZERERTHOESERNZESENNE, NENAMATEKR, ##-:%U?é&ijt’f% BIAERXIER TRYE
. SHENENE, NEABWHAMREEESENREEMRTEESE,



CompassRank e

BOTHRESRHNAER, ArfFiRiten. 0. PubiFuss

EFBEER @‘

ET5Ja OpenCompass EATRIANI, FHTISFEABERHTITA, RISTFESRARTES

b KiESIREHER
24 5 07 BEE
ASSEREHEEAERSY UF0BEY 23y RNESERATSAE) g:
SATER FHAR
';y Qwen2.5-72B-Instruct 703 y GPT-40-20240513 77.0
ﬁe\; Alibaba =% 7 Openal ]
;? Claude 3.5 Sonnet 20240620 68.9 Q Qwen2-72B-Instruct 731
"7 Anthropic R "7 Alibaba a4
':'g) GPT-40-20240513 67.2 .E{( GPT-40-mini-20240718 725
T OpenAl S "7 Opena o
Step-2-16K 65.7 Llama3-70B-Instruct 66.6
New StepFun skl Meta 2
Mistral-Large-Instruct-2407 65.4 Qwen1.5-110B-Chat 61.7
Mistral Al R Alibaba 7S
GLM-4-Plus 65.2 Yi-1.5-34B-Chat 60.4
New Zhipu Al T® 01.A bar
DeepSeek-V2.5 64.2 InternLM2.5-7B-Chat 60.3
New DeepSeek FR Shanghai Al Laboratory a7
GPT-40-20240806 63.6 GLM-4-9B-Chat 59.5
New OpenAl T Zhipu Al s
Doubao-pro-32k-240828 63.2 Qwen1.5-32B-Chat 571
New ByteDance T Alibaba e
Gemini-1.5-Pro 60.0 Qwen1.5-72B-Chat 56.9
New Google skl Alibaba e g

=S525 - =S5~

[&]7.3 OpenCompass

7.1.3 45 ERIENFE R

B4, BAEHNARTIESEEESHAERTENESE, NE7.4F0R, XEEBETTISEN B, HBERAFT

AR EE —EFIUTNEES:

o RtE: EFCFBenchmarkiFMg, WML KIERIESRBMESHIE. SRITE. SRS ZENE
EZIMEMESFEES ., HEFAZES BB ATEGEINERERAZIRM,

o ZetE: BETFFlamesiBEE, M AKEEEAT. 2. FIBERIFUREERAKREENIE, ZBENRANTE
BRAEZESH IR, AEBATSELTHRNESE B KFIRE,

o EIRME: EFBotChatiBE, M RKIEESEEA M B ESHIEEINGEESEE, HMERENIERES
FEAKFE, ALEBATEELEIRM,

o JH1ELE: EFLawBenchiFME, HHIERIE R EMIAOIREE . BN B, REFEORMEE. X&KL
B, SERHGIDTEES. HREEAFRMG,



o EfFE: ETFMedBenchiBlllE, WHEANESREEEZMROE, RECEEBRIHENRIN, HEEBAT
BReXN =R,

ERILEER

IEEEETUHA OpenCompass SfFKFRIMFITUE, WERAERHTITY, EETFUSRENSEE

2B

ETF cFBenchmark 1FHIIEE ET Flames iFIE ET BotChat iFIEE
CFBenchmarkiHE AR ESHRBRES L FlameshianttEp S EUEGEE, WD BotChathiHENESIERERAXBES
B SRGSHE. SRsiTsREURS F. =2 BE. HEEFLURSEOAE RIERENRESITENES, AiHMESESE
A SES N ESSMERTSTRIEE.. B, 5PN AESERTENFRE. BETRRUKNE—HTNE,

B EFAF & EBATERERE .. 2H B EBATEREL0NE & SEFER B ESATEREERERE

L E7Tis

ETF LawBench 1l ETF MedBench iEliEE
LawBench B E T WAEETEITAE MedBenchfEEREEFHIREENES
/&, LawBenchMiC1Z. ERESRA3MNAA BEMNEFMROE, BERIILS0ESE
EEAS20NNERES, 828i%. £l MNEFHEREN.

B ERAFREHS H _ESATERCRERE

E7.4 EEGUHER

7.2 RAG

7.2.1 RAG B E 7[RI

RIESRE (LLM) EERARE, SRESRAMESERNLEMED, EHEIRE—LHhi. fldW, LLMER
SERANERSIRSENAT, JTMAAREE LR, b, EEFRMA)IZEIERT LR, AEEBEX &R
BUERRY, EMRESRIVERMENBUIEEDMRIE, XN TFESHNEWIR, LM B9ERERBRIR, TERNE
RS ZRBVTUHANR, B, MERFAAEENERRENNR, AT HRIARNEESE,

AXHNE ST, MRIEEBAER (Retrieval-Augmented Generation, RAG) ARRMITMAE, BAAISFEFH—K
SIFTHEEE ., RAG EERERZAEI, ERMIIMBHAMESEEIEEFRZLEEXER, HIEXLEEFESRAZIAERT
fEzH, MMESTIRAESEENEL ., X—RENMURKMRA TS ERERMERBXRME, TEEERN
ABEMFEIAMEER,

RAG B OREBETRNR'S"ENEE: SRAPREEEN, RABTBINRERKES REBXNXAR A
B, RERXERREANMINEEEEMESRE, REBEIERENFENRNEE., BIXMEN, RAGH
MERR T RMESREN" LR B8, RAERNATEAEREIENE]LE, FREREATERMNREE,

ER, BFSIANT&HMIERIR, RAG BARKKINIRT XIREFHERE, (£15FRETR] AR IR 2 BR S A9 T =1

==
708 o



7.2.2 £ —1 RAG EZ

ETRBEESFIAR S —SLI—TEBMRAGRE, XMMEREETRAGH— 1 EILARA, HAIFRZA Tiny-
RAG , Tiny-RAGRIREE T RAG MR LINRE, BEMEZRMAR, HENEEEIAREF IR RAG REAIRIEFSE
iEI-IO

Step 1: RAGHRIZEN A
RAGBEIEIESREAMERZEI, TM IZHHEEEEFRRREXER, ARTAXEEERSISERTTRE,

MITRAEIZF T BHRRRIEAIEXE. RAGHIBERT ARITE, B8 TARSMOEE, FHEBTHEE
RUIRTERIE, (18 A = R A S i v 3578 B NS PRI AT,

RAGRIE AR B IFPLENE?

EEAER: ARG BREEN.,
SAEMEBADDEIR: FRMBIALH D PSS ER
HUBEE: RSB RENNNEERT.
MREIR: RIE Query (18]7R) HRBERASEF K.
AERIMEIR . RIBI R BRI SIS EIE B Ria) .,

EiRFARE TinyRAG BIFTBRIRAR, WME7.5FR.,

get_embedding: FRERZEFFER

cosine_similarity: THEFMEIEZERIELIE

W TE7.6FRRIYRIZEE, B 4 Retrieval-Augmented Generation for Large Language Models: A Survey

Retrieval-Augmented Generation (RAG-Learning)

Embeddings
| AT HHEmbeddingt SR

—

LLM

—— VectorBase

| BRI T op:

OpenAlEmbedding

JinaEmbedding
ZhipuEmbedding

BaichuanEmbedding

PROMPT_TEMPLATE
| FEMIERET HAEE, REALprompt

BaseModel
| 3 4

enaiflinternl M2FFIRIEE!

OpenAlChat

InternLMChat

s
| BRERE 5 MsontE TRy

VectorStore

get_vector: IRENFTEXRHIEE
persist: HURFEFAMN

| ——— =
load_vector: AR

query: [F)ELE

[E]7.5 TinyRAG I B 4544
BETR, IEBAIRE—TRAGHIRIEZ T AERIE?
o FE|: WHESIMBENHE, HBEIREELEDERS,
o MF: RIFQTA HEROBMERRBX SRR,
o AR DMERFIR LTSN, EM@ERIEE,

e
{context)
3

RAG_PROMPT_TEMPALTE

{context

MTPATER L FSEHLHELS, SEISHBE TR S, ORI,
ERMEE

51
i,
[

InternLM_PROMPT_TEMPALTE

BRI

AT EFRALLELES, SEERR AR S, (.
HRNEE



https://arxiv.org/pdf/2312.10997.pdf

Indexing

How do you evaluate the fact Documents

that OpenAl's CEO, Sam Altman,
went through a sudden dismissal
by the board in just three days,
and then was rehired by the
company, resembling a real-life
version of "Game of Thrones" in
terms of power dynamics?

x——
Chunks|Vectors

embeddings

Retrieval

{ Relevant Documents J

...l am unable to provide comments on

future events. Currently, | do not have

any information regarding the dismissal :%g LLM Generatio

and rehiring of OpenAl's CEO ... ' & ___-- . T Tt N
Question :

Chunk 1: "Sam Altman Returns to
OpenAl as CEO, Silicon Valley Drama
Resembles the 'Zhen Huan' Comedy"

How do you evaluate the fact that the
OpenAls CEQ, ... ... dynamics?

...... This suggests significant internal
disagreements within OpenAl regarding
the company's future direction and

Please answer the above questions

based on the following information : Chunk 2: "The Drama Concludes? Sam

strategic decisions. All of these twists EEEQE 12 Altman to Return as CEO of OpenAl,
and turns reflect power struggles and Chunk 3 Board to Undergo Restructuring

corporate governance issues within
OpenAl...

Chunk 3: "The Personnel Turmoil at
OpenAl Comes to an End: Who Won
and Who Lost?"

Combine Context
and Prompts

’
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'

[&]7.6 RAG RT2E
Step 2: XHEMEMT o
BTIRBANVREM— I XXAEMBFD 0L, XPMEETERTNEXEHFEED DR E.

SHAINRXE, B, WiE, RBEANE, FfpdIr, mdXtr. xS, sSERBTME
RAG/utils.py R3], ZRIBZHMEP!, md, FRLHOTH, RBESAMOEHET,

def read file content(cls, file path: str):

# RIBEXHY BRR2EFIZG A
if file path.endswith('.pdf'):

return cls.read pdf(file path)
elif file path.endswith('.md'):

return cls.read markdown(file path)
elif file path.endswith('.txt'):

return cls.read text(file_path)
else:

raise ValueError("Unsupported file type")

NHEHERERE#TIID . BIIARRE—T&ANTokenKE, REREXTHEAKERID X, 11794580
REFMGFHEM (F \nf8)7D) , ARIEFERZEE-EEEANS, DIRSHRIERS.

def get_chunk(cls, text: str, max_token len: int = 600, cover content: int = 150):
chunk_text [1]

curr_len = 0

curr_chunk

token_len = max_token_len - cover_content
lines = text.splitlines() # fRIRMIRITRDEINANIT



for line in lines:
# RB=IR, REBRITEITESR
line = line.strip()

line len = len(enc.encode(line))

if line len > max_ token len:
# MRBITREMBIRE, WHEEDSEIRZS TR
# FRFHIR (MRERD)
if curr_chunk:
chunk text.append(curr_ chunk)

curr_chunk =

curr_len = 0

# JEK{TRtokenKE D E|
line tokens = enc.encode(line)

num_chunks = (len(line_tokens) + token len - 1) // token len

for i in range(num_chunks):
start token = i * token_ len

end token = min(start_ token + token_len, len(line_tokens))

# RIS tokenHEREIX A
chunk tokens = line tokens[start token:end token]

chunk part = enc.decode(chunk_ tokens)

# HAIBEAT FRTE—TR)
if i > 0 and chunk_text:
prev_chunk = chunk text[-1]
cover_part = prev_chunk[-cover content:] if len(prev_chunk) >

cover_content else prev_chunk

chunk part = cover part + chunk part

chunk_text.append(chunk part)

# BEEYHAIRIAS

curr chunk =

curr _len = 0

elif curr len + line len + 1 <= token_len: # +1 for newline
# SHRIT R AN SRR
if curr_chunk:
curr chunk += '\n'
curr_len += 1
curr chunk += line
curr_len += line len
else:
# SRITFEMASENR, FHAFIR
if curr_chunk:

chunk text.append(curr_ chunk)

# JHAFTR, RNBEAS
if chunk_ text:



prev_chunk chunk text[-1]
cover part = prev_chunk[-cover_ content:] if len(prev_chunk) >
cover_ content else prev_chunk
curr chunk = cover part + '\n' + line
curr_len = len(enc.encode(cover part)) + 1 + line len
else:
curr_chunk = line

curr_len = line_ len

# MlRE—TR (WREAE)
if curr chunk:

chunk_text.append(curr_chunk)

return chunk_text

Step 3: @ME{t

BREMNEDFII—TREMRE, XEZRAGEMIEM . RENRXETERRIEHERREEN, BRI
BAN—TEE.

BRHNIEIRE— BaseEmbeddings B, XBHAVEEREMRIN, RFEWFXTEE, AEHELEM
ERATIERENE], HEABRT R,

class BaseEmbeddings:

Base class for embeddings

def _ init__ (self, path: str, is_api: bool) -> None:
IR ER AN B
Args:
path (str): RIS EIERER R
is_api (bool): EEEMAAPIAN., TrueRRMEMELAPIIRS, FalseRNEAAMIRE
self.path = path
self.is_api = is_api

def get_embedding(self, text: str, model: str) -> List[float]:
RN AR [ ERT
Args:
text (str): TP N
model (str): {ERAMNEEIZFR
Returns:
List[float]: XAWMBRAMEZE
Raises:
NotImplementedError: ZF /ABEE TR

raise NotImplementedError

@classmethod



def cosine similarity(cls, vectorl: List[float], vector2: List[float]) -> float:

HEMTEE Z BARZAEDE
Args:

vectorl (List[float]): HE— M=

vector2 (List[float]): E_E2
Returns:

float: MTMEEBNRZAME, BEE(-1,112Z(E
# BRATIRER Anumpy 4, HiEELIEERE Nfloat32
vl = np.array(vectorl, dtype=np.float32)
v2 = np.array(vector2, dtype=np.float32)

# MBEREPELEETTH ASNaNE
if not np.all(np.isfinite(vl)) or not np.all(np.isfinite(v2)):

return 0.0

# ITERENRR

dot_product = np.dot(vl, v2)
# ITEEENTEH (KE)

norm vl = np.linalg.norm(vl)

norm v2 = np.linalg.norm(v2)

# B (M EETHEIRR)
magnitude = norm vl * norm v2
A SR SYSUNESTZRIY

if magnitude == 0:

return 0.0

# RERZALUE

return dot product / magnitude

BaseEmbeddings EEBM PNEESTE: get embedding M cosine similarity , get embedding FAFIREXX
AHMEERT, cosine_similarity BFITEMTEEZENRZEMUE. EVIENEMNZE TRENEENE
BEAPIHERL ) FIa1{EREOpenAlfJEMbedding APIFEEIRE self.is_api=True ,

AYE BaseEmbeddings X OEESL get embedding F;ﬁ, cosine similarity FiESRPBAETHE, XMERS
BRNFLL,

class OpenAIEmbedding(BaseEmbeddings):

class for OpenAI embeddings

def  init (self, path: str = , is_api: bool = True) -> None:
super()._ init_(path, is_api)
if self.is_api:

self.client = OpenAI()

# MIMRZEFIRE EERE B

self.client.api_key = os.getenv("OPENAI API KEY")

# MIMEIZSHIREN R AEMURL

self.client.base url = os.getenv("OPENAI_BASE URL")



def get_embedding(self, text: str, model: str = "BAAI/bge-m3") -> List[float]:

LEBAERN TR R FRAIRE! BAAI/bge-m3

nun

if self.is_api:
text = text.replace("\n", " ")
return self.client.embeddings.create(input=[text],
model=model).data[0].embedding
else:

raise NotImplementedError

E BAAEAERAMERERA P A RNERE R KIERAPIRSZFES .
Step 4: HEES MEHNE

FER XTI HMEmbeddingt&BUNEfE, FEIRIT—TRIEHIEERFIEH BRI NNEERR, MURIRIT—
MERBRRATIRIEQuUeryi R RIBX X5 H .
mEHIEENINEEETE:
* persist : BFERFIAMRE.
* load_vector : MZAHBINEENIERE.
® get_vector : FREXXAYMIEIERT,
e query: WRIFEIAMFERIERER,
SRR A AL /VectorBase.py XAEHZ,

class VectorStore:
def _ init_(self, document: List[str] = ['']) -> None:

self.document = document

def get _vector(self, EmbeddingModel: BaseEmbeddings) -> List[List[float]]:
# REXENEERT

pass

def persist(self, path: str = 'storage'):
# BIEEHFAMMRE

pass

def load vector(self, path: str = 'storage'):
# MASHEANEEIRE

pass
def query(self, query: str, EmbeddingModel: BaseEmbeddings, k: int = 1) -> List[str]:

# RIBEBICFE RS F R

pass

query FERTHAFRENEGEQEN, REEIEEFRIERMEHBRAREER,


https://cloud.siliconflow.cn/i/ybUFvmqK

def query(self, query: str, EmbeddingModel: BaseEmbeddings, k: int = 1) -> List[str]:
query vector = EmbeddingModel.get embedding(query)
result = np.array([self.get similarity(query vector, vector) for vector in
self.vectors])

return np.array(self.document)[result.argsort()[-k:][::-1]].tolist()

Step 5: KIEBIIRIR
ETREXRREER, BT RIENREIRXEEZAF B,
BN —NEE, XEFTUAET REMEE,

&

class BaseModel:
def  init (self, path: str = '') -> None:
self.path = path

def chat(self, prompt: str, history: List[dict], content: str) -> str:

pass

def load model(self):

pass

BaseModel BISM 1N AE: chat #ll 1oad model , NFARMIGITHIFEELEESLI 10ad model , MAPIIE
BNAFE, EHABITEEERERNAP T AENEERMAEEAPIRS TS, EHEAPIRSNFLAMEZRFPA
FEXMIITERR, AIMUAKBFEERZEIEZNES M.

from openai import OpenAI

class OpenAIChat (BaseModel):
def _ init_(self, model: str = "Qwen/Qwen2.5-32B-Instruct") -> None:

self.model = model

def chat(self, prompt: str, history: List[dict], content: str) -> str:
client = OpenAI()
client.api_key = os.getenv("OPENAI API KEY")
client.base url = os.getenv("OPENAI BASE URL")
history.append({'role': 'user',6 'content'
RAG_PROMPT_ TEMPLATE.format (question=prompt, context=content)})
response = client.chat.completions.create(
model=self.model,
messages=history,
max_tokens=2048,
temperature=0.1

)

return response.choices[0].message.content

It — 1N EBATRAGHAERIRRIE, WT:



RAG_PROMPT_TEMPLATE="""
FERNUETCREZRFNEM, NRIFANEZER, MIREAE, SEFERPXOEE,
[afA: {question}

ASEMNLETX:
{context}

RAEN ETXIOALRBERE, BREHEETRAEZXTAR, (RTE.
BRNEE:

XA A AR B InternLM2 A& B S RAG i !
Step 6: Tiny-RAG Demo
BETE, HEEETiny-RAGHIDemollE !

from VectorBase import VectorStore
from utils import ReadFiles

from LLM import OpenAIChat

from Embeddings import OpenAIEmbedding

# REREFHERE

docs = ReadFiles('./data').get content(max token len=600, cover content=150) # 3ji{§dataBF
THRMEXHASHSE

vector = VectorStore(docs)

embedding = OpenAIEmbedding() # BliZEmbeddingModel

vector.get_vector (EmbeddingModel=embedding)

vector.persist(path='storage') # A XIEHABRFE|storageBxET, TXEBERMEUEZEINZAHAIER
S

# vector.load vector('./storage') # MEZAMBAIEIEE
question = 'RAGHIREZHA? '
content = vector.query(question, EmbeddingModel=embedding, k=1)[0]

chat = OpenAIChat (model='Qwen/Qwen2.5-32B-Instruct')

print (chat.chat(question, [], content))
R BAM A AN 8 E A IR IFROERE = -

from VectorBase import VectorStore
from utils import ReadFiles

from LLM import OpenAIChat

from Embeddings import OpenAIEmbedding

# RFEIEEZE

vector = VectorStore()

vector.load vector('./storage') # INE AR MO ENIE



question = 'RAGHIRIEZHA4? '
embedding = ZhipuEmbedding() # fl#ZEEmbeddingModel

content = vector.query(question, EmbeddingModel=embedding, k=1)[0]
chat = OpenAIChat (model='Qwen/Qwen2.5-32B-Instruct')

print (chat.chat(question, [], content))

x: 7.2 ETHFIB ISR 7E Happy-LLM Chapter7 RAG i El,
7.3 Agent
7.3.1 {+4=2 LLM Agent?

B, AEEAgentE—TLALLMPIZO AR, HMFEE XML, ICIZHERTRENNRS. EFBN
XM AP RYIET (Prompt) , TE2REDS:
1. ¥Ef2E4r (Goal Understanding) : #ZIN—TMENERFHERRNER (Fla0, “BEMAL—TEREILRN
MR TRRA T NZEE") .
2. BEME (Planning) : RBABIRDB@BA—RINFHRTNSER (HlA, HBREIERER". "EWRS". b
BRIEME". "ERSERVBEE". “FHRTITAPIE) |
3. g2 (Memory) @ $AEZEHAICIC (CAESIMESHETX) MRS (MEENZESIMERAIRERZE
SJHERER)
4. TEEM (ToolUse) : ERSMERAPI, FRECIBHTIEIGREES (ERSIZE. BiEE) | PUTEME
(AR FITARSS) BUHITITER.
5. REBSER (Reflection & Iteration) @  (EESRAgentd) BEHITHEESHITANER, MPEIHE
BREETE,
FRANLLME— MR IEER R LIRENEBRIER, M LLM Agent IEE—128ENTAABIE, RMIIER
%, TREMEENE, EEEENBRERMAE.



https://github.com/datawhalechina/happy-llm/tree/main/docs/chapter7/RAG
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&]7.7 Agent T{E[RIE

LLM Agent B AR ELES KRB NESEBRNEMENS L. TN TEERSXBERBLES, LI THE
HERAKRENE EMNERESLIZES, XMENES LLM Agent BIFZEEIE (WER. Efr. &R
F) HEABIMZNONAEH, WE7.7FR Agent TIRIRIE,

7.3.2 LLM Agent Y
S[ALLM AgentiIlE S EERFL BT, EREFEHIZITEISNENNE, HNTURBIEED ALE:
FESmAlAgent (Task-Oriented Agents)

e B BEETERISEIEN. EXEMHNES, OINEFRS. KB4ER. BIEIITE.

o ITfFA: BEAMRMAENTERNNEIAS. LMEEMTIERAFEE. EHAESEBAU. £HE
NEEREE- WTA,

o HIF: EITRFIITETHBIRIEZA. HEREENREBEIF (WGitHub CopilotfE FLESRINEE IR T
Agent$FiE)

MY 5 #ERIAgent (Planning & Reasoning Agents)

e iR JBEBEESWERMES. HIESSIT, AREBEFRERFEHTEEZNEESN . EMNEEFEERAHE
BEN.



o THEAI: EXREAIFTEMBEHIEL, tReAct (Reason+Act), THERIAHITEE" (Reasoning) T HANE
RAFAETEY, RBERITITE” (Action) HEIR, BRIEILRRLOERH#AITTI—#EZE, Chain-of-
Thought (CoT) Hi2n LI At 2 HIFENEM,

o flF: FEBESNBZEER. iTHS. MEEEWSFZIMIAROZEROFMITEAgent, HEREBEET
B'E—RmATXXEBRIRE, HiE LEXEIERRXEESIAgent,

ZAgentRFT (Multi-Agent Systems)
e 1R HEZBTEEAEARBHEENNAgenthELIE, HRZH—TELRANBR.
o TEARIN: AgentZ[ERIA#TRIS. ME. AHEEERS. W, —TAgentaZz M, — M ASIHIT, —

TMAREE,
o BIF: BHEETFAEA (FmEAEAgent, F2FRAgent, MK FAAgent) KEEIERFMEEAE; Eil—
NATIBRENIFERE I EX] . AutoGen, ChatDevEIEZE T HHX L ASHIMIE,
RER5%>)BAgent (Exploration & Learning Agents)
o 1M XEAgentMUMITES, TEEESHENREREMNFEIFHAIR. MM BB HRE, EUTFE
F S HEgAgenti =,
o TERA: TREESEEZRMICICNRBNG, BEGBIRIEMINTN LMV EEEARRKANOMLIFITE,
o fflF: BEFERMEIMEREHERRFIWIRIERIAgent, EEDUEX AT ARTIE FZRESHIAgeNt,
7.3.3 BhIFMIE— Tiny-Agent
BARET openai FEME tool_calls IfEE, shFMIE— Tiny-Agent, X7 Agent @— M EIRENESFEE
Agent, EEEBRIEAFEMA, EIZF—LHEEAEIM,
BRASZINRANET7.8Ff R
nlp) (base) kmno4-zx@KMnO4-zxdeMacBook-Air TinyAgent % python demo.py

1R 43 19
fssistant: fR4F! Bt AR AEICAIG?

:  ['count_letter_in_string']
. EFHE"strewbreeeey"h B 54 'e’,

6K, REZENRE, RERBR/LEMET?

FAIR: ['get_current_datetime']

fssistant: §A1HIAT 8220258 048 260 19219598, BERMAELREARKR LR T"ALEWT", TINEERERRBRHEN., NRBHM DT, FHZRE!
FE9 R

fssistant: RES! MIREFHMEA, BRWDRE, REFIREFHN—K!
exit

(nlp) (base) kmno4-zx@KMn04-zxdeMacBook-Air TinyAgent %I

7.8 HRFEE
Step 1: AL EFIRTIRE

B, BINSE— TS RARAKEENE G, XER(VER openai FE, HEEHIEEM—1T3Z OpenAl API #
ARZim, 40 SiliconFlow, [EAY, IEEE([FAMNER, 9l owen/Qwen2.5-32B-Instruct .


https://cloud.siliconflow.cn/i/ybUFvmqK

from openai import OpenAI

# #4E1t oOpenAI EFim
client = OpenATI(

api_key="YOUR API KEY", # BN API Key
base url="https://api.siliconflow.cn/v1", # 1M SiliconFlow BJ API ihiif

# IEERBER
model name = "Qwen/Qwen2.5-32B-Instruct’

S IREENG vour ar1 kEYy BRAIRM SiliconFlow 3y E A ARSZFEIREXAIB X API Key,
Step 2: EX TEERH

HAIE src/tools.py XHHEN Agent A LMERM T EEE, B TRBAEEREMASEFRT S
(docstring) , #WAHEHINEEFNSE, EAXEHATFTEAERIER JSON Schema,

# src/tools.py

from datetime import datetime

# FREX R0 H BAF0AT 8]

def

def

def

get current datetime() -> str:

SREX A0 B HAFNATE],

:return: HA]HANNENFRHERT,

current_datetime = datetime.now()

formatted_datetime = current_ datetime.strftime("%Y-%m-%d %H:3M:%S")

return formatted datetime

count_letter in string(a: str, b: str):
FUFHFSEPENFENLIURE.

:param a: EIEEMNFRS,

:param b: ERITHNFR,

:return: FEREFRHFEPLINARE,

return str(a.count(b))

search wikipedia(query: str) -> str:

EAEFRPERIEEERINRI =T IIHERE.
:param query: ERRNEWFRE,
:return: SFF=TTNEHHENFE.

page_titles = wikipedia.search(query)

summaries = []
for page title in page titles[: 3]: # EXEI="T1EINA
try:

# €M wikipedia #EIRE) page HE, FREUSEMENEEBNNEYR.


https://cloud.siliconflow.cn/i/ybUFvmqK

wiki page = wikipedia.page(title=page title, auto_suggest=False)
# SRENTIEHEE
summaries.append(f"T1H: {page title}\n{#E: {wiki page.summary}")
except (
wikipedia.exceptions.PageError,

wikipedia.exceptions.DisambiguationError,

pass
if not summaries:
return "#EBRISEERIGENS
return "\n\n".join(summaries)

# ... (AEEEHMTAERE)

7T ik OpenAl AP IBRRIXLET B, HANFER ENEEIRAATER JSON Schema &, XAJ i@
src/utils.py ==]2iy) function to json BN RS o

# src/utils.py (88%)

import inspect

def function to_json(func) -> dict:
# ... (EREEIATS)
# JREFE OpenAI tool schema HJFEL
return {
"type": "function",
"function": {
"name": func._ name ,
"description": inspect.getdoc(func),
"parameters": {
"type": "object",
"properties": parameters,
"required": required,
Y
o

Step 3: #91& Agent £

HAE src/core.py XHHENX Agent £, XPENTEBEIEHE. A OpenAl APl BT EFRIEKMU
BT T EEE,

# src/core.py (E%D)

from openai import OpenAI

import json

from typing import List, Dict, Any
from utils import function to json
# SAEXIFHNTREE

from tools import get current datetime, add, compare, count_ letter in string

SYSTEM_PROMPT = """
RE—TIUAEREZFNALERF., MBLEAZS BFPIESRIT—H.
SAPNRBFEERBIAN, RATNMEHOTAEIIXRFERAEINT AR,



nun

class Agent:
def  init_ (self, client: OpenAI, model: str = "Qwen/Qwen2.5-32B-Instruct", tools:
List=[], verbose : bool = True):
self.client = client
self.tools = tools
self.model = model
self.messages = |
{"role": "system", "content": SYSREM PROMPT},
]

self.verbose = verbose

def get tool schema(self) -> List[Dict[str, Any]]:
# SRENPME LA Json Rz{

return [function to json(tool) for tool in self.tools]

def handle tool call(self, tool call):
# SET HIFA
function name = tool_call.function.name
function _args = tool_call.function.arguments

function_id = tool_call.id

function call content = eval(f"{function name} (**{function args})")

return {
"role": "tool",
"content": function_call_content,

"tool call id": function_ id,

def get completion(self, prompt) -> str:

self.messages.append({"role": "user", "content": prompt})

# IREVREELRYTE RGN

response = self.client.chat.completions.create(
model=self.model,
messages=self.messages,
tools=self.get tool_schema(),

stream=False,

# MERAZDEATIA
if response.choices[0].message.tool calls:
self.messages.append({"role": "assistant", "content":
response.choices[0].message.content})
# WIETHREA
tool list = []
for tool call in response.choices[0].message.tool calls:
# WIET REAHRERFNEIERTIRF
self.messages.append(self.handle tool call(tool call))



tool list.append([tool call.function.name, tool call.function.arguments])
if self.verbose:

print("JAFIER: ", response.choices[0].message.content, tool list)
# BIRBRENSERINA, XREE TREANEG
response = self.client.chat.completions.create(

model=self.model,

messages=self.messages,

tools=self.get _tool_schema(),

stream=False,

# JRBR SRR INENE 85I R F
self.messages.append({"role": "assistant", "content":
response.choices[0].message.content})

return response.choices[0].message.content

Agent W TIERIEANT:
1. BRAFBAN,
2. HAKKRE (40 Qwen) , HEHEFTANIAKE Schema,
3. IRBELVRFEFATLR, Agent BEMTIER, HMITHERA Python &K,
4. Agent B THEMHITHERIREILEE,
5. RERIETAEREMRARLNE.,
6. Agent BHRAEERELAF,

ANE7.95, Agent ERIERE:

Query
Tools Box Q )
BT )
| s N | ( )
tool 1 LLM
| g J K\ )

™2 1 Tool call No foof
| ¢ ) | outp Ut | r'eoq;ior?ez
I > LLM
| { tool n | | b ¢ g
\ Y, - N

- Answer

&]7.9 Agent T{EifiTE



Step 4: iZ1T Agent

MERNTTAEBICHIZTT Agent, 7£ demo.py BY if name == " main ": EoRET—TERENGS
TRERG,

# demo.py (Z%)
if _name_ == "_main_":
client = OpenAI(
api_key="YOUR API KEY", # ZIEN{RHY API Key
base url="https://api.siliconflow.cn/v1",

# Bli Agent I, BN client. BEEIZFFM T ERINIIK
agent = Agent(
client=client,
model="Qwen/Qwen2.5-32B-Instruct",
tools=[get_current datetime, add, compare, count_letter in string],

verbose=True # 12BN True AJUNEZTEHIFEREER

# FHAR BRI EEIR
while True:
# ERAYEREXAFBAFAIEE
prompt = input("\033[94mUser: \033[0m") # EEEREAFBANER
if prompt.lower() == "exit":
break
response = agent.get_ completion(prompt)
print("\033[92mAssistant: \033[0m", response) # ZEERAIBFEE

mHIRE:

User: fR&F

Assistant: {REF! BRI AZEBYRAONG?

User: 9.12819 .2 PEK?

AATIER: ['compare']

Assistant: 9.2 tb 9.12 BKXK,

User: NfTA?

Assistant: HEAIER9.12/9.28F, ALK ENEER9.12/9.20, BF9.207/ MURFEE_MLZ0, M9.127E

N REERZ2, murm&mF% UHEENERT, 9.20 (B19.2) KF9.12, EIt, 9.2 k& 9.12 EX,

User: strawberryfH/LT

WHEIR: | 'count_letter_in_string‘ 1

Assistant: B3 "strawberry" HEH3INEFERF 'r',

User: {REAISIHF?

AT E: ['count letter in string']

Assistant: =M, KE. 88 "strawberry" HFHIAEINER 'r', iLEH(IBXH#WIA—T, "strawberry"

PR 'rt BESEEIT 3R,

User: IffY {RIEE, E/LR T°?

THETIE: |['get current datetime']

Assistant: ZHETRIASEE20258F4826H17:01:33, A, FFREERE“RERE, XUFEER—NTFEIR, W
REETOEMOANEFTEH#H—PIEEE, BSIFK!

User: exit



B, BAMAES T —HRIARRAY Streamlit N A, FIBUSITEAM, BRI Agent BUINAEE, streamlit run
web_demo.py i&1T, ATA Agent iIZITRHR,

Happy-LLM Tiny Agent
RD3EZ Tiny Agent web 57!

ETHRNENIRT, BE Agent FISTRRIR(F.

PAERTELR T2
IMFERIRT B 2125059217,

SERE S
ItRMENRER32.2°C,

(RRIRIEA T 3R T &

AT EIBFRRXFIRRSHNEE, FHBAT get_current_temperature BRE, HEMTILRF
MIBEN—MRIRZSE LI HANEEES . XRETHRZANRA, BEREIL
SEFRABRENINGERA, Ehrt, ERNSRNZERBEILROBRESE, BX—
SRAEX M EZPEELT .

7.10 Streamlit Demo

SEXR

[1] Hugging Face. (2023). Open LLM Leaderboard: F7F/FA 15 Z A2 ENidF&. https://huggingface.co/space
s/open-llm-leaderboard/open_|IIm leaderboard

[2] awacke1. (2023). LMSYS Chatbot Arena Leaderboard: A Z1E S B Z#5171F4F A&, https://huggingface.co/s
paces/awacke1/Imsys-chatbot-arena-leaderboard

[3] OpenCompass HBA. (2023). OpenCompass: AEEZ—iFIFFA. https://rank.opencompass.org.cn/home

[4] OpenCompass ERIFEEIBA. (2024). CFBENCHMARK: & g0t AR 27 I#EEE. https://specialist.opencompas
s.org.cn/CFBenchmark

[5] OpenCompass ZEFERRA. (2024). Flames: AEZ 21 FIIFEEE. https://flames.opencompass.org.cn/leade
rboard

[6] OpenCompass BiIRFEHIBA. (2024). BotChat: AEZ @A XTI 1ZEE77 7T, https://botchat.opencompass.org.c
n/



https://huggingface.co/spaces/open-llm-leaderboard/open_llm_leaderboard
https://huggingface.co/spaces/awacke1/lmsys-chatbot-arena-leaderboard
https://rank.opencompass.org.cn/home
https://specialist.opencompass.org.cn/CFBenchmark
https://flames.opencompass.org.cn/leaderboard
https://botchat.opencompass.org.cn/

[7] OpenCompass JE2FEHIBA. (2024). LawBench: jZ1ESE A EZ Y. https://lawbench.opencompass.org.cn/
leaderboard

[8] OpenCompass ETTFEHIBA. (2024). MedBench: E7 S AR E 7T, https://medbench.opencompass.org.c
n/leaderboard

[9] Zhi Jing, Yongye Su, and Yikun Han. (2024). When Large Language Models Meet Vector Databases: A Survey.
arXiv preprint arXiv:2402.01763.

[10] Yunfan Gao, Yun Xiong, Xinyu Gao, Kangxiang Jia, Jinliu Pan, Yuxi Bi, Yi Dai, Jiawei Sun, Meng Wang, and
Haofen Wang. (2024). Retrieval-Augmented Generation for Large Language Models: A Survey. arXiv preprint
arXiv:2312.10997.

[11] Zhiruo Wang, Jun Araki, Zhengbao Jiang, Md Rizwan Parvez, 1 Graham Neubig. (2023). Learning to Filter
Context for Retrieval-Augmented Generation. arXiv preprint arXiv:2311.08377.

[12] Ori Ram, Yoav Levine, Itay Dalmedigos, Dor Muhlgay, Amnon Shashua, Kevin Leyton-Brown {1 Yoav
Shoham. (2023). In-Context Retrieval-Augmented Language Models. arXiv preprint arXiv:2302.00083.


https://lawbench.opencompass.org.cn/leaderboard
https://medbench.opencompass.org.cn/leaderboard

	🎯 项目介绍
	✨ 你将收获什么？

	📖 内容导航
	模型下载
	PDF 版本下载

	💡 如何学习
	🤝 如何贡献
	🙏 致谢
	核心贡献者
	特别感谢

	Star History
	关于 Datawhale
	📜 开源协议
	前言
	写给读者的建议

	第一章 NLP 基础概念
	1.1 什么是 NLP
	1.2 NLP 发展历程
	早期探索（1940年代 - 1960年代）
	符号主义与统计方法（1970年代 - 1990年代）
	机器学习与深度学习（2000年代至今）

	1.3 NLP 任务
	1.3.1 中文分词
	1.3.2 子词切分
	1.3.3 词性标注
	1.3.4 文本分类
	1.3.5 实体识别
	1.3.6 关系抽取
	1.3.7 文本摘要
	1.3.8 机器翻译
	1.3.9 自动问答

	1.4 文本表示的发展历程
	1.4.1 词向量
	1.4.2 语言模型
	1.4.3 Word2Vec
	1.4.4 ELMo

	参考文献

	第二章 Transformer 架构
	2.1 注意力机制
	2.1.1 什么是注意力机制
	2.1.2 深入理解注意力机制
	2.1.3 注意力机制的实现
	2.1.4 自注意力
	2.1.5 掩码自注意力
	2.1.6 多头注意力

	2.2 Encoder-Decoder
	2.2.1 Seq2Seq 模型
	2.2.2 前馈神经网络
	2.2.3 层归一化
	2.2.4 残差连接
	2.2.5 Encoder
	2.2.6 Decoder

	2.3 搭建一个 Transformer
	2.3.1 Embedding 层
	2.3.2 位置编码
	2.3.3 一个完整的 Transformer


	第三章 预训练语言模型
	3.1 Encoder-only PLM
	3.1.1 BERT
	（1）思想沿承
	（2）模型架构——Encoder Only
	（3）预训练任务——MLM + NSP
	（4）下游任务微调

	3.1.2 RoBERTa
	（1）优化一：去掉 NSP 预训练任务
	（2）优化二：更大规模的预训练数据和预训练步长
	（3）优化三：更大的 bpe 词表

	3.1.3 ALBERT
	（1）优化一：将 Embedding 参数进行分解
	（2）优化二：跨层进行参数共享
	（3）优化三：提出 SOP 预训练任务


	3.2 Encoder-Decoder PLM
	3.2.1 T5 
	（1）模型结构：Encoder-Decoder
	（2）预训练任务
	（3）大一统思想


	3.3 Decoder-Only PLM
	3.3.1 GPT
	（1） 模型架构——Decoder Only
	（2）预训练任务——CLM
	（3）GPT 系列模型的发展

	3.3.2 LLaMA
	（1） 模型架构——Decoder Only
	（2） LLaMA模型的发展历程

	3.3.3 GLM
	（1）模型架构-相对于 GPT 的略微修正
	（2）预训练任务-GLM
	（3）GLM 家族的发展



	第四章 大语言模型
	4.1 什么是 LLM
	4.1.1 LLM 的定义
	4.1.2 LLM 的能力
	（1）涌现能力（Emergent Abilities）
	（2）上下文学习（In-context Learning）
	（3）指令遵循（Instruction Following）
	（4）逐步推理（Step by Step Reasoning）

	4.1.3 LLM 的特点
	（1）多语言支持
	（2）长文本处理
	（3）拓展多模态
	（4）挥之不去的幻觉


	4.2 如何训练一个 LLM
	4.2.1 Pretrain
	4.2.2 SFT
	4.2.3 RLHF


	第五章 动手搭建大模型
	5.1 动手实现一个 LLaMA2 大模型
	5.1.1 定义超参数
	5.1.2 构建 RMSNorm
	5.1.3 构建 LLaMA2 Attention
	5.1.3.1 repeat_kv
	5.1.3.2 旋转嵌入
	5.1.3.3 组装 LLaMA2 Attention

	5.1.4 构建 LLaMA2 MLP模块
	5.1.5 LLaMA2 Decoder Layer
	5.1.6 构建 LLaMA2 模型

	5.2 训练 Tokenizer
	5.2.1 Word-based Tokenizer
	5.2.2 Character-based Tokenizer
	5.2.3 Subword Tokenizer
	（1）Byte Pair Encoding (BPE)
	（2）WordPiece
	（3）Unigram

	5.2.4 训练一个 Tokenizer
	Step 1: 安装和导入依赖库
	Step 2: 加载训练数据
	Step 3: 创建配置文件
	Step 4: 训练 BPE Tokenizer
	Step 5: 使用训练好的 Tokenizer


	5.3 预训练一个小型LLM
	5.3.1 数据下载
	5.3.2 训练 Tokenizer
	5.3.3 Dataset
	PretrainDataset
	SFTDataset

	5.3.4 预训练
	5.3.5 SFT 训练
	5.3.6 使用模型生成文本


	第六章 大模型训练流程实践
	6.1 模型预训练
	6.1.1 框架介绍
	6.1.2 初始化 LLM
	6.1.3 预训练数据处理
	6.1.4 使用 Trainer 进行训练
	6.1.5 使用 DeepSpeed 实现分布式训练

	6.2 模型有监督微调
	6.2.1 Pretrain VS SFT
	6.2.2 微调数据处理

	6.3 高效微调
	6.3.1 高效微调方案
	6.3.2 LoRA 微调
	6.3.3 LoRA 微调的原理
	（1）低秩参数化更新矩阵
	（2）应用于 Transformer

	6.3.4 LoRA 的代码实现
	（1）实现流程
	（2）确定 LoRA 层
	（3）替换 LoRA 层
	（4）训练

	6.3.5 使用 peft 实现 LoRA 微调


	大模型应用
	7.1 LLM 的评测
	7.1.1 LLM 的评测数据集
	7.1.2 主流的评测榜单
	Open LLM Leaderboard
	Lmsys Chatbot Arena Leaderboard
	OpenCompass

	7.1.3 特定的评测榜单

	7.2 RAG 
	7.2.1 RAG 的基本原理
	7.2.2 搭建一个 RAG 框架
	Step 1: RAG流程介绍
	Step 2: 文档加载和切分
	Step 3: 向量化
	Step 4: 数据库与向量检索
	Step 5: 大模型模块
	Step 6: Tiny-RAG Demo


	7.3 Agent
	7.3.1 什么是 LLM Agent？
	7.3.2 LLM Agent 的类型
	7.3.3 动手构造一个 Tiny-Agent
	Step 1 : 初始化客户端和模型
	Step 2: 定义工具函数
	Step 3: 构造 Agent 类
	Step 4: 运行 Agent




